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Abstract 

This paper documents our experience setting up and using a small office home office (SOHO) network over 

almost twenty years. It offers guidance on selecting a broadband Internet Service Provider (ISP) presents 

wired and wireless Local Area Network (LAN) options, describes Internet sharing method and numerous 

network services.  

 

We use DSL provided by a competitive local exchange carrier (CLEC). An ADSL2+ router is connected to 

a 16-port Gig Ethernet switch allowing multiple devices to share the connection.   An 802.11n Access Point 

provides Wi-Fi connectivity throughout house and yard.  LAN services include:  file sharing, media server, 

automatic system backup, printing, NTP timeserver, Syslog server, private internal website, personal 

weather station, multiple home automation controllers and cell phone Wi-Fi offload.  

 

We use a hosting service for our business web server and e-mail. Hosting moves web site traffic off the 

broadband connection. It significantly eases the task of securing the local network. A registered domain 

provides a persistent email address reducing risk of losing contact with colleagues and friends.  

 

 We switched to a mobile virtual network operator (MVNO) for cell phone service with an interesting 

technology wrinkle; they default to Wi-Fi whenever possible to minimize cellular usage.  

http://www.tschmidt.com/


 ii  

Table of Contents 
1 OVERVIEW  ......................................................................................................................................... 1 

1.1 GOALS FOR SOHO NETWORK: ........................................................................................................ 1 
1.2 ORGANIZATION ............................................................................................................................... 2 

2 INTERNET TECHNOLOGY ï GEEK STUFF ................................................................................ 3 

2.1 ISP .................................................................................................................................................. 3 
2.2 LATENCY VS SPEED ......................................................................................................................... 3 
2.3 NAMING CONVENTION .................................................................................................................... 4 

2.3.1 Domain Name System (DNS) .................................................................................................. 4 
2.3.2 DNS Security Extensions (DNSSE) ......................................................................................... 4 

2.4 ROUTING ......................................................................................................................................... 4 
2.5 UNICAST VS MULTICAST ................................................................................................................. 5 
2.6 TCP VS UDP ................................................................................................................................... 5 
2.7 QUALITY OF SERVICE (QOS) ........................................................................................................... 5 
2.8 FLOW CONTROL - BACK PRESSURE, TCP SLOW START, RECEIVE WINDOW ................................... 6 
2.9 IP ADDRESS CONFIGURATION ......................................................................................................... 6 

2.9.1 IPv4 Dotted-Decimal Notation ............................................................................................... 7 
2.9.2 Subnet ..................................................................................................................................... 7 
2.9.3 Class vs Classless Inter-Domain Routing (CIDR) .................................................................. 7 
2.9.4 Local host Address .................................................................................................................. 7 
2.9.5 Multicast Address Block ......................................................................................................... 7 
2.9.6 Private Address Block............................................................................................................. 8 
2.9.7 APIPA Address Block ............................................................................................................. 8 
2.9.8 Network Address and Port Translation .................................................................................. 8 
2.9.9 Address Resolution Protocol (ARP) ....................................................................................... 9 
2.9.10 Ports ....................................................................................................................................... 9 

2.10 IPV4 VS IPV6 ................................................................................................................................... 9 

3 ISP MODEM ï HIGH SPEED FOR (ALMO ST) EVERYONE .....................................................10 

3.1 ADSL OVERVIEW ..........................................................................................................................10 
3.1.1 Inline Filters vs Whole House POTS/DSL Splitter ................................................................11 
3.1.2 Fastpath vs Interleave............................................................................................................11 

3.2 ADSL MODEM ...............................................................................................................................12 
3.3 MODEM WAN INTERFACE .............................................................................................................12 

3.3.1 ATM .......................................................................................................................................13 
3.3.2 IP Settings ..............................................................................................................................13 
3.3.3 PPPoE and MTU ...................................................................................................................13 
3.3.4 Bridged vs Routed ..................................................................................................................14 

4 BROADBAND ROUTER ï ONE CONNECTION MANY COMPUTERS ...................................15 

4.1 LAN  SIDE ADDRESS MANAGEMENT ..............................................................................................15 
4.1.1 LAN IP Address Assignment ..................................................................................................15 
4.1.2 Static ......................................................................................................................................15 
4.1.3 Dynamic .................................................................................................................................16 
4.1.4 MAC Reservation ...................................................................................................................16 
4.1.5 Media Access Controller (MAC) Address..............................................................................17 

4.2 NETWORK ADDRESS TRANSLATION (NAT) ....................................................................................17 
4.2.1 Performance ..........................................................................................................................17 
4.2.2 Security ..................................................................................................................................18 
4.2.3 Active vs Passive FTP ............................................................................................................18 
4.2.4 Limitations of NAT .................................................................................................................18 

4.3 DEFAULT GATEWAY .......................................................................................................................18 
4.4 DNS ...............................................................................................................................................18 



 iii  

4.5 FIREWALL  ......................................................................................................................................19 
4.5.1 Universal Plug and Play ........................................................................................................19 

4.6 QOS ................................................................................................................................................19 
4.7 SYSLOG EVENT LOGGING ...............................................................................................................19 
4.8 MANAGEMENT ...............................................................................................................................19 

4.8.1 ICMP .....................................................................................................................................19 
4.8.2 SNMP .....................................................................................................................................20 
4.8.3 Broadband Forum TR-069 ....................................................................................................20 

4.9 INTERNET SERVER BEHIND NAT....................................................................................................20 
4.9.1 Dynamic DNS ........................................................................................................................20 
4.9.2 Multiple Identical Servers ......................................................................................................20 
4.9.3 Security ..................................................................................................................................21 

4.10 BONDING VS LOAD BALANCING .....................................................................................................21 
4.10.1 Bonding ..................................................................................................................................21 
4.10.2 Load Balancing......................................................................................................................21 

4.11 MEASURING INTERNET SPEED ........................................................................................................21 

5 WI -FI ACCESS POINT ï NETWORKING WITHOUT W IRES ..................................................23 

5.1 WI-FI OVERVIEW ...........................................................................................................................23 
5.2 WLAN  SPEED ................................................................................................................................23 
5.3 SECURITY AND AUTHENTICATION ..................................................................................................23 
5.4 WI-FI PROTECTED SETUP (WPS) ...................................................................................................24 
5.5 INTERFERENCE ...............................................................................................................................24 

6 ETHERNET SWITCH ï ETHERNET CONQUERS AL L .............................................................25 

6.1 HUBS VS SWITCHES ........................................................................................................................25 
6.2 MANAGED VS UNMANAGED SWITCHES ..........................................................................................26 
6.3 AUTOMATIC LINK CONFIGURATION ...............................................................................................27 
6.4 POWER OVER ETHERNET (POE) ......................................................................................................27 
6.5 TOPOLOGY .....................................................................................................................................28 
6.6 UNSHIELDED TWISTED PAIR ...........................................................................................................28 

6.6.1 UTP Ethernet Speed ..............................................................................................................28 
6.7 V IRTUAL LAN  (VLAN)  .................................................................................................................28 
6.8 SPANNING TREE .............................................................................................................................29 

7 ALTERNATIVE LAN TECH NOLOGIES .......................................................................................30 

7.1 PERSONAL AREA NETWORK (PAN) ...............................................................................................30 
7.2 PHONE LINE NETWORKING.............................................................................................................30 
7.3 POWER LINE NETWORKING ............................................................................................................30 
7.4 ETHERNET OVER TV COAX ............................................................................................................30 

8 LOCAL SERVER ï JUST LIKE THE BIG KI DS ...........................................................................31 

8.1 KVM  SWITCH ................................................................................................................................31 
8.2 REMOTE SERVER MANAGEMENT....................................................................................................32 
8.3 NETBIOS MASTER BROWSER ........................................................................................................33 
8.4 FILE SHARING ................................................................................................................................33 
8.5 SYSTEM BACKUP ............................................................................................................................33 
8.6 PRINTER SHARING ..........................................................................................................................33 
8.7 TIME SERVICE ................................................................................................................................34 
8.8 PRIVATE WEB SERVER ...................................................................................................................34 
8.9 SYSLOG SERVER .............................................................................................................................34 
8.10 WEATHER STATION ........................................................................................................................35 

9 WIDGETS & SERVICES ï MAKING LIFE WORTH LI VING  ...................................................36 

9.1 COMPUTERS ...................................................................................................................................36 
9.2 WORLD WIDE WEB ........................................................................................................................36 



 iv 

9.2.1 Search Engine ........................................................................................................................36 
9.3 SECURE REMOTE ACCESS - IPSEC AND SSL/TLS .........................................................................36 
9.4 E-MAIL  ..........................................................................................................................................37 

9.4.1 Email Access ..........................................................................................................................37 
9.4.2 Email Implementation ............................................................................................................38 
9.4.3 Email Privacy on the Road ....................................................................................................38 
9.4.4 SPAM Mitigation ...................................................................................................................38 

9.5 WIRED AND CELLULAR TELEPHONY ..............................................................................................39 
9.5.1 POTS......................................................................................................................................39 
9.5.2 Cell Phone .............................................................................................................................39 

9.6 FTP ................................................................................................................................................40 
9.7 TELNET, SSH, AND TERMINAL EMULATION  ...................................................................................40 
9.8 USENET ........................................................................................................................................40 
9.9 MULTIMEDIA  ..................................................................................................................................40 

9.9.1 Digital Rights Management ...................................................................................................40 
9.9.2 CD/DVD/Blu-ray evolution ...................................................................................................41 
9.9.3 Netflix ....................................................................................................................................41 
9.9.4 ITunes ....................................................................................................................................41 
9.9.5 Windows Media Player ..........................................................................................................41 
9.9.6 QuickTime ..............................................................................................................................41 
9.9.7 VLC Media Player .................................................................................................................42 

9.10 FAX  ................................................................................................................................................42 
9.11 RADIO/TV ......................................................................................................................................42 

9.11.1 RF Radio/TV ..........................................................................................................................42 
9.11.2 Internet Radio/TV ..................................................................................................................42 

9.12 PRINTING ........................................................................................................................................42 
9.12.1 Document Printing ................................................................................................................42 
9.12.2 Photo Printing .......................................................................................................................43 
9.12.3 Label Printing ........................................................................................................................43 

9.13 DOCUMENT SCANNING ...................................................................................................................43 
9.14 DIGITAL PHOTOGRAPHY .................................................................................................................43 
9.15 OFFICE SUITE .................................................................................................................................43 
9.16 HOME AUTOMATION ......................................................................................................................43 
9.17 BOOKKEEPING AND TAXES .............................................................................................................43 

10 BACKUP ï OOPS PROTECTION ................................................................................................44 

10.1 ON LINE BACKUP ...........................................................................................................................44 
10.2 OFF LINE BACKUP ..........................................................................................................................44 
10.3 AS PURCHASED SYSTEM IMAGE .....................................................................................................44 
10.4 CD/DVD/BLU-RAY ........................................................................................................................44 
10.5 USB FLASH DRIVE .........................................................................................................................45 

11 SECURITY -- KEEPING BAD GUYS OUT  ................................................................................46 

11.1 STRONG PASSPHRASE .....................................................................................................................46 
11.2 PASSPHASE STORAGE .....................................................................................................................46 
11.3 SOCIAL ENGINEERING ....................................................................................................................47 
11.4 V IRUS &  TROJANS ..........................................................................................................................47 
11.5 PHISHING ........................................................................................................................................47 
11.6 ZOMBIES.........................................................................................................................................47 
11.7 COOKIES .........................................................................................................................................47 
11.8 SPYWARE .......................................................................................................................................48 
11.9 DENIAL OF SERVICE (DOS) ............................................................................................................48 
11.10 EAVESDROPPING ........................................................................................................................48 
11.11 DNS CACHE POISONING .............................................................................................................48 
11.12 MAN IN THE M IDDLE ATTACK ....................................................................................................48 
11.13 DATA LEAKS ..............................................................................................................................49 



 v 

11.14 SOCIAL MEDIA SITES .................................................................................................................49 
11.15 AD MALWARE ............................................................................................................................49 
11.16 SOFTWARE PATCH MANAGEMENT .............................................................................................49 
11.17 DEVICE/SOFTWARE CONFIGURATION .........................................................................................49 
11.18 TRUSTWORTHY SOFTWARE ........................................................................................................50 
11.19 NAT ...........................................................................................................................................50 
11.20 FIREWALL  ..................................................................................................................................50 
11.21 DATA BACKUP ...........................................................................................................................50 
11.22 INTERNET PARANOIA ..................................................................................................................50 

12 TROUBLESHOOTING TIPS  -- WHEN THINGS GO WRONG  ..............................................51 

12.1 DOCUMENTATION...........................................................................................................................51 
12.2 ETHERNET INDICATORS ..................................................................................................................51 
12.3 MODEM STATISTICS .......................................................................................................................52 
12.4 PING ..............................................................................................................................................52 
12.5 TRACE ROUTE ................................................................................................................................53 
12.6 ANGRY IP .......................................................................................................................................54 
12.7 BELARC ADVISOR ..........................................................................................................................54 
12.8 INSSIDER .......................................................................................................................................54 
12.9 IPCONFIG .....................................................................................................................................55 
12.10 NETSH ......................................................................................................................................56 
12.11 NETSTAT .................................................................................................................................56 
12.12 WINDOWS MASTER BROWSER ...................................................................................................56 
12.13 HDD MANAGEMENT ..................................................................................................................56 
12.14 DNS PERFORMANCE TESTING ....................................................................................................56 
12.15 WIRESHARK ...............................................................................................................................56 
12.16 INTERNET SPEED TESTING ..........................................................................................................56 
12.17 LAN  SPEED TESTING .................................................................................................................57 
12.18 DEBUGGING TECHNIQUES ..........................................................................................................57 

13 WIRING ï CABLES AND CONNECTORS .................................................................................59 

13.1 MODULAR CONNECTORS ï REGISTERED JACK ...............................................................................59 
13.2 TELCO UNIFORM SERVICE ORDERING CODE (USOC) PIN OUT ......................................................60 
13.3 TYPE 66 PUNCH DOWN BLOCK ......................................................................................................61 
13.4 TYPE 110 PUNCH DOWN BLOCK ....................................................................................................61 
13.5 STRUCTURED WIRING ....................................................................................................................61 

13.5.1 Patch Panel ...........................................................................................................................62 
13.5.2 Category Rating .....................................................................................................................62 
13.5.3 Cable Types ...........................................................................................................................63 
13.5.4 Patch Cables ..........................................................................................................................63 
13.5.5 TIA T568A and T568B Structured Wiring Pin out .................................................................64 

13.6 COLOR CODE ..................................................................................................................................64 
13.7 TELEPHONE ....................................................................................................................................65 
13.8 TELEPHONE NETWORK INTERFACE DEVICE (NID) .........................................................................65 

13.8.1 POTS/DSL Splitter .................................................................................................................66 
13.9 COAXIAL CABLE ............................................................................................................................66 
13.10 TRANSIENT SURGE PROTECTION ................................................................................................66 

13.10.1 Power .................................................................................................................................66 
13.10.2 Telephone...........................................................................................................................67 
13.10.3 Coaxial TV .........................................................................................................................67 
13.10.4 Point of Use Protection .....................................................................................................67 

13.11 POWER DISTRIBUTION ................................................................................................................67 
13.12 TOOLS ........................................................................................................................................68 
13.13 PUTTING IT ALL TOGETHER ........................................................................................................69 

13.13.1 Telephone wiring ...............................................................................................................70 
13.13.2 LAN Wiring ........................................................................................................................70 



 vi 

13.14 DSL ROUTER .............................................................................................................................71 
13.15 ETHERNET SWITCH .....................................................................................................................71 
13.16 WI-FI ACCESS POINT ..................................................................................................................71 
13.17 FUTURE PROOFING .....................................................................................................................72 

14 LAPTOPS, CELL PHONES & TABLETS ï INTERNET ON THE ROAD  .............................73 

14.1 SECURITY .......................................................................................................................................73 

15 HOSTING -- YOUR PRESENCE ON THE NET ........................................................................74 

15.1 REGISTERING A DOMAIN NAME .....................................................................................................74 
15.1.1 Email......................................................................................................................................74 

15.2 WEB SERVER ..................................................................................................................................75 
15.2.1 Virtual Server ........................................................................................................................75 
15.2.2 Dedicated Server Collocation ................................................................................................75 
15.2.3 On Site Hosting ......................................................................................................................75 

15.3 WHOIS RECORD ............................................................................................................................76 
15.3.1 Administrative ........................................................................................................................76 
15.3.2 Technical ...............................................................................................................................76 
15.3.3 Nameservers ..........................................................................................................................76 

15.4 DNS RECORD .................................................................................................................................77 
15.4.1 Address Records (A) ..............................................................................................................77 
15.4.2 Canonical Name Records (CNAME) .....................................................................................77 
15.4.3 Mail Exchange Records (MX)................................................................................................77 
15.4.4 Pointer Records (PTR) ..........................................................................................................77 
15.4.5 Nameserver Records (NS) ......................................................................................................77 
15.4.6 Start of Authority Records (SOA) ..........................................................................................77 
15.4.7 Sender Policy Framework (SPF) ...........................................................................................77 

15.5 CREATING A WEB SITE ...................................................................................................................79 
15.5.1 Uploading Web Pages ...........................................................................................................79 

15.6 ROBOTS FILE ..................................................................................................................................79 
15.7 SITE MANAGEMENT .......................................................................................................................80 
15.8 TROUBLESHOOTING ........................................................................................................................80 



 1 

1 Overview 
In mid-1998 I set up a home network. Was starting a consulting business and wanted to learn about 

building and operating a Small Office Home Office (SOHO) network. My prior network experience was 

limited to interactions with corporate Information Technology (IT) department. Back then home networks 

were pretty rare and some residential ISPs even prohibited them. Today home networks are ubiquitous and 

the proliferation of handheld devices means residential customers often use a combination of wired and 

wireless devices.  It has been fun documenting how the network has evolved over the years.     

 

We began with a V.90 dialup connection, Wingate connection sharing software running on a Win98 laptop 

and a small 10 Mbps Ethernet hub. Over the years LAN has expanded beyond my home office to 

encompass the entire house with a total of 24 Ethernet ports serviced by a Netgear Prosafe Plus GS116Ev2  

16-port Gig Ethernet switch. A Netgear WN802Tv2 802.11N Access Point provides Wi-Fi connectivity. 

Current Internet access is 7Mbps/1Mbps ADSL provided by a CLEC FirstLight Fiber. A TP-Link TD-8817 

single port ADSL2+ router provides Internet sharing. Internet speed is relatively low by current standards 

but adequate for our needs.  

 

Each time I upgrade my office workstation the old PC gets recycled as a low end server. Currently it is a 

HP DC-7600. In addition to file sharing it runs: Tardis network time service, Abyss web server Kiwi  

Syslog log server and a Davis weather station with Ambient virtual weather station application. To reduce 

clutter I use a Belkin 4-port keyboard, video and mouse (KVM ) switchbox to switch between: 1) main PC, 

2) server and 3) dual boot PC (XP/Ubuntu). The fourth port on the KVM is cabled along with Ethernet and 

power making it easy to temporally connect additional systems for setup and testing or on rare occasions 

my laptop.  

 

WD TV Live Hub allows us to watch Netflix and other Internet content on our living room TV and acts as 

a media server. A Hauppage TV PCI tuner card in my office PC delivers RF TV and FM radio. 

 

Over the last few years Iôve built several home automation systems for various parts of the house: 

greenhouse, wood heat, window ventilator and most recently our aquarium. Each of these controllers has a 

web interface requiring an Ethernet connection.  Iôve posted details about these and other home automation 

projects on the writings page of my website. 

 

Printer is a HP Officejet Pro 8100. It replaced a couple of earlier HP printers that died. We use a Brother P-

touch PT-2430PC  printer is for labels.  An Epson V550 flatbed scanner turns paper into electronic 

documents.  It replaced an older HP scanner when I updated to Win7.  

 

Acronis True Image provides automatic online backup of PC data to the server. For offline backup we use 

several different flavors of external USB drives. 

1.1 Goals for SOHO network: 

¶ High speed Internet access 

¶ Share Internet connection 

¶ Wired and Wireless LAN 

¶ Printer sharing 

¶ File sharing 

¶ Internal private web server 

¶ Time synchronization 

¶ Automatic PC backup 

¶ Offline file backup 

¶ Home weather station 

¶ Home automation 

¶ Internet TV  

 

http://www.tschmidt.com/writings/HomeLAN1999.pdf
http://en.wikipedia.org/wiki/Small_office/home_office
http://www.wingate.com/
http://www.downloads.netgear.com/files/GDC/datasheet/en/ProSAFE_Web_Managed_Switches_DS.pdf
http://support.netgear.com/product/WN802T
http://www.firstlight.net/
http://www.tp-link.com/us/products/details/TD-8817.html
http://www.kaska.demon.co.uk/
http://www.aprelium.com/
http://www.kiwisyslog.com/
http://www.davisnet.com/weather/
http://www.ambientweather.com/featurescomp.html
http://www.belkin.com/
http://www.wdc.com/
http://www.hauppauge.com/
http://www.tschmidt.com/writings.html
http://store.hp.com/us/en/pdp/printers/hp-officejet-pro-8100-eprinter---n811a-n811d
http://www.brother-usa.com/LabelPrinter/ModelDetail/23/PT2430PC/overview
http://www.brother-usa.com/LabelPrinter/ModelDetail/23/PT2430PC/overview
http://www.acronis.com/en-us/
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1.2 Organization 

This paper discusses Internet access and local area network (LAN)  components. A separate paper goes into 

more detail about ISPs and the tradeoffs among different type of access. Structured wiring for telephone 

and Ethernet is covered in detail. The security and troubleshooting topics provides information to maintain 

the network and protect it from intruders.   

 

Lastly I discuss registering a domain name and running a public Internet web server. It does not take much 

effort to set up a simple web site and cost is low. Even if you do not run a business registering a domain 

provides a consistent email address and having a web site gives you flexibility  over your Internet presence. 

For a few dollars per month it is a lot of bang for the buck.  

 

This report is not intended as a competitive product review. The market is constantly changing; any attempt 

to do so quickly becomes outdated. Rather, it discusses how specific requirements were addressed. For up 

to date product reviews the reader is directed to the many publications and articles on the subject.  

 

 

Figure 1 Schmidt Consulting Network 
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2 Internet Technology ï Geek Stuff  
This section discusses some of the important technology involved in setting up a SOHO network. While not 

essential reading it is helpful to know what is going on under the hood. 

 

The Internet was created almost 50 years ago as a means for government and academics to share expensive 

mainframe computers. Today it is the preferred method to access all sorts of digital information: data, voice 

and video. Internet is a contraction of Inter Networking, literally a network of networks. Creation of the 

Word Wide Web (WWW) in the 1990ôs vastly expanded Internet popularity by providing a Graphical User 

Interface (GUI) on what until then had been text based. Some equate World Wide Web with the Internet. 

The two are not synonymous. The web is simply one, admittedly a very popular, application supported by 

the Internet.  

 

The Internet is a packet network that transports data from one host to another over a network shared by 

many users.  Internet is fundamentally different than the legacy public switched telephone network (PSTN). 

The telephone network establishes a dedicated path for the duration of the call. This reservation exists 

whether it is needed or not.  The Internet on the other hand works on chunks of data called packets. Packets 

are presented to the Internet on an as required basis. At each hop a router examines the packetôs destination 

address field to determine how best to forward it toward the destination.  

2.1 ISP  

Internet Service Providers (ISP) connects end users to the Internet. The incredible popularity of the Internet 

is driving demand for higher speed and lower cost. Connection between ISP and customer is often called 

the last-mile. I prefer the term first-mile, because it elevates end userôs importance. Internetôs value 

proposition is its ability to connect end points. Without end points the network is useless.   

 

Even though we are in a fairly rural area wired broadband is available from multiple sources: 

1) Comcast DOCSIS, multiple system operator (MSO) 

2) FairPoint Communication ADSL, incumbent local exchange carrier (ILEC) 

3) FirstLight Fiber ADSL, competitive local exchange carrier (CLEC) 

 

We have FirstLight ADSL bundled with POTS phone service. Typical sync speed is 7.5Mbs down/996kbps 

up. This is a significant improvement from the 3360/864 kbps speed provided by FairPoint and previously 

Verizon ADSL of 1792/448. Unlike FairPoint the CLEC does not cap the speed. Sync speed is the result of 

circuit characteristics. If phone loop is very short maximum speed is 24/1 Mbps. In our case it is pretty long 

so speed is lower but still a very significant improvement over what we had before. The existing modem 

died, the new one is syncing about .5 Mbps faster. Not a lot in todayôs world but a nice surprise. Over the 

year download sync speed varies from a low of 7.1Mbps to high of 8.2, upload is a stable 996kbps.  

 

For a more detailed examination of ISPs interested reader it referred First-Mile Access paper at the writings 

page.  

2.2 Latency vs Speed  

Non-technical folks often confuse latency with speed. Latency is how long it takes a packet to get from 

location A to B. Speed is rate bits are transmitted across the network. If you are downloading a large file 

speed is important, latency less so. If on the other hand you are conducting a Voice over IP (VoIP) phone 

call latency is critical to maintaining good communication. 

 

A useful analogy is to think of a truck full of DVDs going from Point A to B. From the time truck begins 

its journey latency is high ï while the truck travels to destination recipient can do nothing. However once it 

arrives communication speed is very high due to the tremendous capacity of the DVDs. Conversely a 

dialup connection has low latency since it only takes a few milliseconds for data to arrive at its destination 

but speed is very low ï limited by telephone network performance. For a more in-depth explanation see 

ñItôs the Latency Stupid.ò 

 

http://en.wikipedia.org/wiki/Internet
http://www.isoc.org/internet/history/brief.shtml
https://en.wikipedia.org/wiki/World_Wide_Web
http://en.wikipedia.org/wiki/Graphical_user_interface
http://en.wikipedia.org/wiki/Packet_(information_technology)
http://en.wikipedia.org/wiki/Pstn
http://en.wikipedia.org/wiki/Internet_Service_Provider
http://iwantbroadbandnh.com/
http://www.comcast.com/
http://en.wikipedia.org/wiki/Multiple_system_operator
http://www.fairpoint.com/
http://en.wikipedia.org/wiki/Incumbent_local_exchange_carrier
http://www.firstlight.net/
https://en.wikipedia.org/wiki/Competitive_local_exchange_carrier
http://www.tschmidt.com/writings/Broadband_First-Mile.pdf
http://www.tschmidt.com/writings.html
http://www.stuartcheshire.org/rants/latency.html
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2.3 Naming Convention 

The Uniform Resource Locator (URL) is a human friendly handle rather than the numeric IP addresses. 

Translation of URL to IP address is performed by the domain name system (DNS). Domain names are 

hierarchal, evaluated right to left. The highest-level of the tree called Root is implied. Next is the top-level 

domain (TLD) these are the COM, EDU, ORG, GOV, UK, TV domains of the world. As the Internet 

expanded each country was assigned a unique two-letter top-level domain. For example the TLD for the 

United Kingdom is UK. Various agencies are responsible for name registration, called registrars. The role 

of the registrar is to insure each registered name is unique within a top-level domain. For example when we 

were registering our domain name the name schmidt.com  was already assigned so we choose 

tschmidt.com.  

 

Often an organization needs to create sub domains such as www.tschmidt.com for web access, 

mail.tschmidt.com for email or product.tschmidt.com for product info. Once the domain name is registered 

it is guaranteed to be unique so the owner is free to add as many sub domains as desired.  

2.3.1 Domain Name System (DNS) 

When a domain is registered the registrar database contains a list of Nameservers that provide authoritive 

information about the site. Authoritive Nameservers are managed by the site administrator and contain all 

the information necessary to access the various servers within that domain.     

 

When a URL is entered into the browser, such as http://www.google.com/, browser first checks to see if the 

host is on the LAN. Windows name resolution looks in the Hosts file to see if an address has been entered 

manually then it uses NetBIOS over IP to search local machines. This is a broadcast mechanism and works 

well on small LANs but does not scale well. If host name is not found locally translation request is passed 

to the DNS Resolver. 

 

Letôs trace what happens when we look up http://www.google.com. Since the Google URL is not located 

on the LAN it is passed to the DNS system.  The highest level is root. The naming hierarchy includes an 

implied dot (.) to the right of the TLD this is called the root. The DNS Resolver is preprogrammed with the 

IP address of several root Nameservers. The request goes to one of the root Nameservers that returns the 

address of the Nameserver for the .COM top-level domain (TLD) since Google is in the COM TLD. Then 

the COM Nameserver is queried for the address of the Google Nameserver. The server returns the address 

of the authoritive Nameserver for the Google domain. It is important to note root Nameserver does not 

know the address of the Google servers other than the Google Nameserver.  Google Nameserver is then 

asked for the address of the desired host. Often sites create sub domains for specific servers, the process 

continues until the address of the desired host is determined. Once browser learns hostôs IP address it is 

able to communicate. This is a very superficial view of how DNS works. For a more in-depth view see 

DNS Complexity by Paul Vixie.  

 

Obviously going thought this multistep process each time one needs to translate a URL is rather time 

consuming. To speed up the process DNS resolversô cache recently used information. DNS records have a 

time to live (TTL) parameter indicating how long cached information may be used before it must be 

refreshed. URL name lookup is normally accomplished in a few milliseconds.    

2.3.2 DNS Security Extensions (DNSSE) 

As the Internet becomes ever more pervasive attention has been drawn to lack of DNS security. Hackers 

are able to easily poison cached DNS information. Doing so allows an attacker to redirect browsers to 

compromised site for nefarious purposes.  A high priority initiative is to implement Domain Name System 

Security Extensions (DNSSEC) to counteract this sort of attack and increase level of confidence in DNS. 

2.4 Routing 

Internet is a routed network. This is very different then broadcast discovery scheme used locally by 

Ethernet or circuit switching used by telephone network. When a computer wants to communicate with a 

resource not available locally it forwards the packet to gateway router. The gateway router is the interface 

http://en.wikipedia.org/wiki/URL
http://en.wikipedia.org/wiki/Domain_Name_System
http://en.wikipedia.org/wiki/Root_nameserver
http://en.wikipedia.org/wiki/Tld
http://www.schmidt.com/
http://www.tschmidt.com/
http://en.wikipedia.org/wiki/Name_server
http://www.google.com/
http://en.wikipedia.org/wiki/Host_file
http://www.ietf.org/rfc/rfc1002.txt
http://www.google.com/
http://www.acmqueue.com/modules.php?name=Content&pa=showpage&pid=481
http://en.wikipedia.org/wiki/DNS_spoofing
http://www.dnssec.net/
http://en.wikipedia.org/wiki/Routing
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between the local network (LAN) and the Internet. The router forwards packets to the proper destination or 

to next router in the chain. In order to learn network topology routers use a variety of techniques to 

communicate among themselves such as RIP and OSPF.  ISP routers forward incoming packets to 

customers and customer originated packets to the Internet backbone. Each router in the chain forwards 

packets closer to the destination until the packet ultimately arrives at its destination. It is not uncommon to 

have ten to twenty hops between sender and destination. 

 

The routing task for typical residential router is trivial as there is usually only one connection to the 

Internet. The router simply forwards all packets to the ISPôs edge router.  

 

Doing a trace route to an Internet host provides a graphic indication of how routing works. Here is a trace 

route from my east coast home office to my web site hosted on the west coast. 

 

Tracing route to tschmidt.com [67.220.209.110]over a maximum of 30 hops: 

 

  1    <1 ms    <1 ms    <1 ms  192.168.2.1 

  2    28 ms    28 ms    28 ms  xx.milford1-1.nh.g4.net [66.211.144.97] 

  3    29 ms    28 ms    28 ms  gi-3-1.nashua1-1.nh.G4.net [216.177.5.178] 

  4    30 ms    29 ms    29 ms  ge-24-v108.merrimack3-1.nh.G4.net [216.177.5.150] 

  5    35 ms    35 ms    34 ms  gi-21-v358.manchester3-1.nh.G4.net [216.177.30.153] 

  6    29 ms    29 ms    29 ms  ge-0-0-3.manchester1-9.nh.G4.net [216.177.5.45] 

  7   193 ms   199 ms   204 ms  s5-0-24-0.cr01.4-2.mnchnhcohba.seg.NET [216.107.229.209] 

  8    30 ms    30 ms    30 ms  66-109-52-73.tvc-ip.com [66.109.52.73] 

  9    35 ms    34 ms    34 ms  66-109-52-21.tvc-ip.com [66.109.52.21] 

 10    35 ms    34 ms    34 ms  66-109-52-86.tvc-ip.com [66.109.52.86] 

 11    39 ms    47 ms    49 ms  v204.core1.ymq1.he.net [209.51.163.105] 

 12    61 ms    45 ms    45 ms  10ge14-4.core1.nyc4.he.net [184.105.222.97] 

 13   106 ms   113 ms   105 ms  10ge10-3.core1.lax1.he.net [72.52.92.226] 

 14   105 ms   106 ms   115 ms  10ge1-3.core1.lax2.he.net [72.52.92.122] 

 15   106 ms   106 ms   106 ms  webnx.com.any2ix.coresite.com [206.223.143.172] 

 16   107 ms   106 ms   106 ms  100-42-223-146.static.webnx.com [100.42.223.146] 

 17   105 ms   105 ms   105 ms  100-42-223-174.static.webnx.com [100.42.223.174] 

 18   106 ms   106 ms   106 ms  110-209-220-67.verygoodserver.com [67.220.209.110] 

 

Trace complete. 

2.5 Unicast vs Multicast  

Most Internet traffic is between one sender and one receiver (unicast). Multicast emulates traditional 

broadcast one-to-many model. This is a more efficient way to stream identical information to many 

endpoints. Unfortunately even though specification is mature not many ISPs have implemented multicast. 

In general if you listen to Internet radio or TV it is being transmitted as unicast.   

2.6 TCP vs UDP  

There are two basic ways information is conveyed over the Internet; Transmission Control Protocol (TCP) 

and User Datagram Protocol (UDP). TCP creates a session where the receiver acknowledges each packet 

and lost or damaged packets are resent. This is ideal for file transfer type communication. Recovery from 

missing or corrupt packets is more important than latency. With UDP transmitter sends data without 

expecting feedback from receiver. UDP is commonly used with streaming audio and video transmission 

where latency is more important than accuracy and insufficient time exists to recover from transmission 

errors.  If an error occurs it is up to the receiver to deal with the missing data as best it can.  

2.7 Quality of Service (QoS)  

Internet is an egalitarian best effort network. This works amazing well for transferring large chunks of data 

from point A to point B.  The network continues to operate in the presence of all sorts of impairments and 

http://en.wikipedia.org/wiki/Routing_Information_Protocol
http://en.wikipedia.org/wiki/Open_Shortest_Path_First
http://en.wikipedia.org/wiki/Unicast
http://en.wikipedia.org/wiki/Multicast
http://en.wikipedia.org/wiki/Transmission_Control_Protocol
http://en.wikipedia.org/wiki/User_Datagram_Protocol
http://en.wikipedia.org/wiki/Best_effort
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failures. However: best effort does not work as well with latency sensitive applications such as telephony 

and streaming media. For example during a Voice over IP (VoIP) phone call latency should be under 

150ms. Excessive delay makes carrying on a conversation difficult and with extreme delay virtually 

impossible. Streaming media is less sensitive to latency as long as the average data rate exceeds playback 

rate. When a stream is started an elastic buffer is filled prior to beginning playback. The buffer fills and 

empties dynamically. As long as latency does not allow the buffer to completely empty the effect is hidden 

from the user.  

 

QoS problems typically do not occur on the LAN where bandwidth is plentiful. The most common 

chokepoint is first-mile access, the ISPôs edge network. Most residential broadband links are relatively 

slow, especially upload capacity, and they are often heavily oversubscribed to minimize capital cost. When 

a switch or router encounters congestion it buffers incoming packets until it is able to forward them. 

Quality of Service (QoS) metrics allows latency critical packets go to the head of the queue. This simple 

strategy works well if latency critical traffic is a small percent of total so bumping its priority has little 

effect on other traffic. QoS marks packets with a (Diffserv) priority level. When congestion occurs higher 

value packets are delivered as quickly as possible. Lower value packets are delayed or discarded. QoS 

services allow more graceful degradation by moving high priority packets to the head of the queue. QoS is 

not a panacea, it does not create more capacity, and it simply redefines winners and losers. 

2.8 Flow Control - Back Pressure, TCP Slow Start, Receive Window  

When a host begins transmission it has no idea how fast the intervening links are between it and the remote 

host.   Switched Ethernet uses  back pressure to prevent overwhelming slower links. An Ethernet receiver 

asks the transmitter to stop sending data by sending it a pause frame. This occurs if the outgoing switch 

port becomes congested.  

 

At the IP level transmitter uses a technique called slow-start by sending a few packets then waiting for 

acknowledge. The faster ACKs are received the more packets transmitter sends per unit of time. TCP 

Receive Window (RWIN) parameter determines how many unacknowledged packets can be outstanding 

before the transmitter must stop transmitting and waits for an acknowledgement.   

2.9 IP Address Configuration 

Each IP device (host) must have an address. Addresses may be assigned: manually, automatically by 

Dynamic Host Configuration Protocol (DHCP) server or by the client itself using Automatic Private IP 

addressing (APIPA). Historically a system administrator manually configured each host with a static 

address and other IP parameters. This was laborious and error prone. DHCP simplifies the task by 

automating address allocation. When a host detects it has a network connection it transmits a DHCP 

discovery message. If the LAN contains a DHCP server the server responds with all the information the 

client needs to utilize the network. DHCP has been extended to allow automatic configuration if the client 

cannot find a DHCP server. In that case client assigns itself an address from the AutoIP address pool. 

AutoIP is convenient for small LANs that use IP and do not have access to a DHCP server.  This occurs 

most commonly when two PCôs are directly connected.   IPV6 adds several additional ways to 

automatically configure hosts. 

 

IPv4 assigns each host a 32-bit address, resulting in a maximum Internet population of about 4 billion 

hosts. Due to IPv4 address scarcity it is common practice for ISPs to charge for additional addresses. 

Address exhaustion has been a concern for a long time. Classless inter-domain routing (CIDR) and 

Network Address translation (NAT) are two techniques used to delay the day of reckoning. Next generation 

IP, version 6, expands address space to 128 bits. This is a truly gigantic number. While IPv6 holds much 

promise it entails wholesale overhaul of the Internet. Such change is always resisted until one has no choice 

but to go through the pain of conversion. My ISP does not currently support IPv6 so I have limited 

experience with it. 

http://en.wikipedia.org/wiki/Voip
http://en.wikipedia.org/wiki/G.114
http://en.wikipedia.org/wiki/Quality_of_service
http://en.wikipedia.org/wiki/Diffserv
http://en.wikipedia.org/wiki/Ethernet_flow_control
http://en.wikipedia.org/wiki/Slow_start
http://en.wikipedia.org/wiki/Rwin
http://en.wikipedia.org/wiki/Dhcp
http://en.wikipedia.org/wiki/APIPA
http://en.wikipedia.org/wiki/IP_address_exhaustion
http://en.wikipedia.org/wiki/CIDR
http://en.wikipedia.org/wiki/Network_address_translation
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2.9.1 IPv4 Dotted-Decimal Notation 

IPv4 addresses are expressed in dotted decimal notation, four decimal numbers separated by periods, 

nnn.nnn.nnn.nnn. The 32-bit address is divided into four 8-bit fields called octets. Each field has a range of 

0-255. The smallest address is 0.0.0.0 and largest 255.255.255.255. 

2.9.2 Subnet 

IP addresses consist of two parts a Network-Prefix and Host address. Subnetting allows IP addresses to be 

assigned efficiently and simplifies routing. The subnet mask defines the boundary between network and 

host portions of the address.  Hosts within a subnet communicate directly with one another. Hosts on 

different subnets use routers to forward packets from one subnet to another. 

 

In our network all computers are on a single subnet: 255.255.255.0 allowing up to 254 hosts (computers) 

also called a /24 (pronounced slash 24) subnet because the first 24-bits of address are fixed. Host addresses 

are allocated from the last octet (8-bits). The reason for 254 rather than 256 hosts is lowest address is 

reserved as the network address and highest address is used for multicast.  

2.9.3 Class vs Classless Inter-Domain Routing (CIDR) 

When Internet was initially developed the divide between network prefix and host address was embedded 

within the address itself, rather than set by a subnet mask. These were called address classes, lettered A ï E.  

 

Class A ï first octet is in the range 1 ï 126 (0XXXXXXXb). 8-bits reserved for network portion leaving 24 

for host addresses.  24-bits provide 16,777,213 host addresses. The lowest address is reserved as the 

network address, highest for broadcast.  The 127 octet is reserved for test purposes. 

 

Class B ï first octet is in the range 128 ï 191 (10XXXXXXb). 16-bits reserved for network portion leaving 

16 for host addresses. 16-bits provide 65,533 host addresses. 

 

Class C ï first octet is in the range 192 ï 223 (110XXXXXb). 24-bits reserved for network portion leaving 

8 for host addresses. 8-bits provide 254 host addresses. 

 

Class D ï first octet is in the range 224 ï 239 (1110XXXXb). Class D networks reserved for multicasting. 

 

Class E - first octet is in the range 240 ï 255 (1111XXXXb).  Class E networks reserved for experimental 

use. 

 

It became clear very early that allocating addresses this way was very inefficient. Class C was too small for 

many organizations and Class A wastefully too large. Classless Inter-Domain Routing (CIDR) was 

developed to allow network prefix be fixed at any bit boundary. CIDR using variable subnet mask is now 

universal and Class based routing of historic interest, although one still hears reference to Class A, B, and C 

networks.     

2.9.4 Local host Address 

127.0.0.1 is the Loopback local host address. This is useful for testing to makes sure the network stack. 

Sending data to the Loopback address causes it to be received without actually going out over the physical 

network. The entire /8 block is reserved for local loopback but by convention 127.0.0.1 is used as the 

loopback address... 

2.9.5 Multicast Address Block  

IP sessions are typically one to one, host A communicates with host B. It is also possible for a host to 

broadcast to multiple hosts. IANA reserved several address blocks for multicast. 

 

Multicast address block 

224.000.000.000 ï 239.255.255.255 (224/8 ï 239/8 prefix) 

http://en.wikipedia.org/wiki/Subnetting
http://en.wikipedia.org/wiki/Classful_routing
http://en.wikipedia.org/wiki/Loopback_address
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2.9.6 Private Address Block  

During work on impending IPv4 address shortage RFC 1918 reserved three blocks of private addresses. 

Private addresses are ideal for our purposes because they are not used on public Internet. This allows them 

to be used and reused without risk of colliding with Internet hosts. This eliminates the need to obtain a 

block of routable addresses from the ISP. Internal hosts are assigned an address from RFC 1918 private 

address pool.   

 

Excerpt from IETF RFC 1918 Address Allocation for Private Internets:  
Internet Assigned Numbers Authority ( IANA) reserved the following 

three blocks of the IP address space for private Internets:  

10.0.0.0    -  10.255.255.255  (10/8 prefix)  

172.16.0.0  -  172.31.255.255  (172.16/12 prefix)  

192.168.0.0 -  192.168.255.255 (192.168/16 prefix)  

 

We will refer to the first block as "24 - bit block", the second as  

"20 - bit block", and to the third as "16 - bit" block. Note that (in 

pre - CIDR notation) the first block is nothing but a single class 

A network number, while the second block is a set of 16 

contiguous class B n etwork numbers, and third block is a set of 

256 contiguous class C network numbers.  

 

An enterprise that decides to use IP addresses out of the address 

space defined in this document can do so without any coordination 

with IANA or an Internet registry. The address space can thus be 

used by many enterprises. Addresses within this private address 

space will only be unique within the enterprise, or the set of 

enterprises which choose to cooperate over this space so they may 

communicate with each other in their own private Internet.  

2.9.7 APIPA Address Block 

A fourth block of private IP addresses is reserved for APIPA, automatic private IP addressing. If a host is 

configured to obtain a dynamic address and a DHCP server cannot be found the host assigns itself an 

address from this pool of reserved addresses.  Host picks an address from the APIPA address pool, and 

tests to see if it is already in use by trying to contact that IP address. If the address is not in use it assigns 

itself the address. If the address is in use it picks another at random and tries again.  

 

AutoIP address block: 

    169.254.0.0   - 169.254.255.255 (169.254/16 prefix)  

 

APIPA is useful for tiny networks that do not include a DHCP server. Before AutoIP user had to manually 

configure address and subnet mask to set up a simple IP network. 

2.9.8 Network Address and Port Translation 

Residential ISP customers are typically assigned a single IP address. This limits customer to connecting a 

single computer to the Internet. Network Address Translation (NAT) is used to convert multiple private 

LAN IP addresses to/from the single public IP address assigned by the ISP.  To enable multiple sessions of 

the same type to operate simultaneously Port numbers also need to be changed.  NAT allows a virtually 

unlimited number of devices, assigned private IP addresses, to share an ISP account even if the ISP only 

provides a single IP address. 

 

NAT is widely used on residential networks to share a connection among multiple computers. 

http://www.ietf.org/rfc/rfc1918.txt
http://www.iana.org/
http://tools.ietf.org/html/rfc3927
http://en.wikipedia.org/wiki/Network_address_translation
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2.9.9 Address Resolution Protocol (ARP) 

IP addresses represent Internet global numbering scheme. Addresses used by local network are different. 

For example Ethernet uses a 48-bit MAC address. ARP provides a mechanism to learn MAC address 

associated with a particular IP address. Reverse ARP (RARP) determines if an IP address exists for a 

particular MAC address.  

2.9.10 Ports 

Internet host is able to carry on multiple simultaneous communications sessions. This raises the question 

how does the computer know how to respond to specific incoming packets?  While writing this paper my 

mail program is checking e-mail every few minutes, Iôm listening to a web based radio program and from 

time to time getting information from a multitude of web sites. Each TCP or UDP packet includes a port 

number. Port numbers are 16-bit unsigned values that range from 0-65,535. The low port numbers 0-1023 

are called well-known ports; they are assigned by IANA  the Internet Assigned Number Authority when a 

service is defined. Software uses the well-known port to make initial contact. Once connection is 

established high numbered ports are used during the transfer.  For example: when you enter a URL to 

access a web site the browser automatically uses port 80. This is the well know port for web servers. Once 

the connection is established client and server agree on high numbered ports to use to actually transfer data. 

2.10 IPv4 vs IPv6 

IPv4 is the predominant protocol used on the Internet today.  A defining characteristic is its 32-bit address 

space.  The IPv4 address field is 32-bits wide able to address a maximum of 4,292,967,295 hosts. 4 billion 

is a pretty large number and it certainly was back in the 1980ôs when the Internet was limited to a few 

educational intuitions and the federal government.  

 

To put 4 billion into perspective present worldwide population is a little over 7 billion. It is true that not 

everyone has Internet access but many do and those who have access often have multiple devices. At any 

given moment in our home there are dozens of devices connected to the Internet.  

 

The address limitation of IPv4 was recognized long ago. While mechanisms such as private addresses and 

NAT have extended the life of IPv4 it is clear the address range needs to be expanded.  A watershed event 

occurred February 2011 when the last IPv4 address blocks were handed out to regional registrars.  

 

The successor to IPv4 is IPv6 with a massively expanded address range of 128-bits. IPv6 brings a host of 

improvements to the Internet but because it is not directly backward compatible with IPv4 adoption has 

been very slow. Companies and service providers are faced with a typical chicken and egg problem. There 

is no first mover advantage. Being the only one able to support IPv6 has no advantage. 

 

  

http://en.wikipedia.org/wiki/Address_Resolution_Protocol
http://en.wikipedia.org/wiki/Reverse_ARP
http://en.wikipedia.org/wiki/Well_known_ports
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3 ISP Modem ï High Speed for (Almost) Everyone  
A modem is usually required to convert the local connection, typically Ethernet, to the signaling and 

physical interface used to connect customers to the ISP network. In the case of DSL it is an ADSL or 

VDSL (very high speed DSL) modem, Cable uses some flavor of DOCSIS and the holy grail of first-mile 

broadband, fiber optic, is typically a version of passive optical network (PON). The granddaddy of modems 

uses the voice grade telephone network but the upper limit of V.92 dialup modems is low, only 56kbps. 

That can be useful for some specialized remote access applications and even slower dialup modems are 

used for alarm dialers where connect time is more important than transfer speed. But for general purpose 

Internet dialup it is almost unusable since most web sites are optimized for multimegabit per second access.  

 

When we first set up our SOHO network back in 1998 used Wingate connections sharing software running 

on a laptop to share a v.90 dialup connection.  Over time we have used several different modems and 

routers as our ISP and connection speed changed. Our current connection is ADSL2+. My preference is a 

combo ADSL modem/router because it makes access to low level modem info easy. Having access to 

modem status is handy for troubleshooting. Our current ADSL modem/router is a TP-Link TD-8817 single 

port router. Our Internet access is via ADSL through a competitive local exchange carrier (CLEC) so the 

rest of the modem discussion will be about DSL. 

3.1 ADSL Overview 

ADSL takes advantage of the fact the subscriber copper circuit has unused capacity. Analog voice uses 

only a tiny fraction of available capacity.  With clever engineering that unused capacity can be used to send 

and receive data. A tremendous amount of engineering has gone into DSL to allow 100 year old telephone 

copper loop deliver multimegabit Internet service. ADSL modems use a technique called discrete multi-

tone (DMT) to divide available capacity into small chunks and send a few bits over each separate tone. 

DMT has the advantage of being able to work around impairments by changing the number of bit bits sent 

in each tone.  

 

DSL is a distance limited technology. The signal weakens as it travels down the wire and picks up noise 

limiting connection speed. The higher the frequency the faster it degrades with length. One does not know 

in advance how fast the connection will be until it is turned up. ISPs often market DSL as ñup to xx Mbpsò 

causing customer frustration when actual speed is less than marketing representation. Customer must be 

within 18,000 feet (3.5 miles) of the central office or remote terminal to qualify at all. The closer you are 

the more likely to obtain high speed.  

 

ITU ADSL specification has gone through several enhancements. ADSL2 and ADSL2+ delivers higher 

speed and longer range then first generation equipment. ADSL delivered up to 8 Mbps down (toward 

customer and 1 Mbps up. ADSL2 increased download speed to 12 Mbps, upload is unchanged. ADSL2+ 

doubles maximum download speed to 24 Mbps over relatively short distances.  Another standard, VDSL2 

is able to deliver even higher speed but only over a few thousand feet of cable.   

 

http://en.wikipedia.org/wiki/ADSL
http://www.itu.int/ITU-T/index.html
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Figure 2 DSL End to End 

3.1.1 Inline Filters vs Whole House POTS/DSL Splitter 

Because DSL shares the same circuit as plain old telephone system (POTS) filters are required at both ends 

to prevent high frequency DSL signals from interfering with telephone operation and voice grade 

equipment from degrading DSL.  Customer has the option to use an in-line filter at each non-DSL device or 

install a whole house POTS/DSL splitter. To reduce deployment cost rather than sending a tech out to 

install a whole house splitter ISPs typically provide a self-install kit including inline filters for the customer 

to self-install. Iôll talk more about wiring in a later section.  

3.1.2 Fastpath vs Interleave 

Because DSL uses copper phone lines it is sensitive to electrical impulse noise. To make the signal more 

resistant ADSL adds redundant bits to each frame called forward error correction (FEC). If noise corrupts 

some of the bits the receiver is able to correct the corrupt data as long as it is not too extensive. If too many 

bits are corrupt the frame cannot be recovered.  To increase noise tolerance DSL interleaves multiple 

frames. When the receiver deinterleaves the data noise damage is now spread over multiple frames 

increasing the odds receiver will be able to recover the data. 

 

As with any engineering tradeoff there is no free lunch. Interleave increases latency because multiple 

frames must be queued up prior to transmission. The improved effective signal to noise ratio (SNR) is 

advantageous for file transfer and streaming media.  Correcting corrupt data on the fly eliminates the need 

for retransmission.  With streaming media there is not enough time to request retransmission so application 

needs to fake the missing data, resulting in audible or visual anomalies. How annoying depends on how 

much data has gone missing.   

 

On the other hand latency sensitive applications benefit from fastpath, because it reduces latency at the 

expense of signal integrity. Fastpath reduces DSL latency by about 10ms. In most cases this savings is 

swamped out by other end-to-end Internet latencies. But if you are a gamer and your line stats are good 

may be worthwhile experimenting with fastpath. 

http://en.wikipedia.org/wiki/Forward_error_correction
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3.2 ADSL Modem 

Several years ago we switched to a competitive local exchange carrier (CLEC). They rent copper 

subscriber circuits from FairPoint, our incumbent local exchange carrier (ILEC), and co-locate their 

equipment in FairPoint central offices. FirstLight markets ADSL differently as it does not impose a speed 

cap. Speed is based solely on what the circuit is able to handle. We were pleasantly surprised to see sync 

speed increase to 7.5 Mbps down and almost 1 Mbps up. Download is now about twice the speed as when 

we were using FairPoint DSL. 

 

 

Figure 3 Router Status Page During DSL Initialization  

 

3.3 Modem WAN Interface  

The Wide Area Network (WAN) side of the modem is responsible for encoding and recovering bits over 

the phone line and extending the ISPôs network to the customer. Often times the ADSL modem is 

combined with a residential NAT router, Ethernet switch and in some cases a Wi-Fi Access Point to deliver 

multiple services in one inexpensive combo device. However the modem function remains the same, to 

interface to the phone line and connect to the ISP equipment. 

 

The main functions of the ADSL modem are: 

¶ Physically connect to phone line 

¶ Create and recover ADSL signals 

¶ Data encapsulation typically using ATM between customer and ISP 

¶ Allow ISP to automatic configure WAN side IP settings 
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3.3.1 ATM 

Most DSL connections use Asynchronous Transfer Mode to transport data over the DSL link. ATM is 

designed to transport low latency digital telephone traffic. Data is transported in 53-byte cells of which 48 

carry data the other 5 are overhead.  ATM is a legacy of circuit switched telephone network and uses 

virtual circuits. When setting up the modem need to specify the Virtual Path Identifier (VPI) and Virtual 

Channel Identifier (VCI). Unfortunately when used for data ATM adds significant overhead, the so called 

ATM cell tax.  

 

There are various methods of transporting IP packets over ATM, called adaption layers. You need to use 

the method specified by your ISP.  

3.3.2 IP Settings 

Once the modem is able to successfully transport data over the DSL link the next step in the process is to 

configure Internet Protocol (IP) parameters so the computer or router is able to access the Internet. Each 

device requires an IP address and a subnet mask that identifies the network and host portion of the address. 

To communicate with other devices on the Internet it needs to know the default gateway server address. 

This is the address the computer uses to hand off packets when the destination host is not on the LAN. 

Lastly devices need the address of the DNS server to translate URL name to the IP address of the distant 

server. 

 

The modem is transparent to IP. What is being configured is the wide area network (WAN) interface which 

is either the outward facing router interface or if only a single PC is being used the computer itself.   

 

There are three methods ISPs use to configure customer equipment: 

 

¶ Statically 

¶ DHCP 

¶ PPPoE (or PPPoA) 

 

Most business accounts are configured statically to facilitate running servers. With a static assignment the 

IP address never changes.  The ISP sends customer configuration information and customer in turn 

manually configures equipment.  

 

Residential accounts typically use DHCP or PPPoE. DHCP works much the same as having a PC 

connected to a LAN. When modem powers up its first synchronizes to the DSL line then searches for a 

DHCP server. The DHCP server communicates IP settings to the router. FairPoint and most other ILEC's 

use Point-to-Point Protocol over Ethernet. PPPoE works much the same as with dialup only much faster. 

PPPoE requires customer enter a user name and password. The downside of PPPoE is slightly higher 

overhead and the need to log in and maintain a persistent user session. 

 

FirstLight uses DHCP rather than PPPoE for residential accounts. In the past we would often lose Internet 

access due to inability to maintain a PPPoE session even though DSL itself was working correctly. DHCP 

has proven to be much more reliable and has slightly less overhead then PPPoE.  

3.3.3 PPPoE and MTU  

The downside of PPPoE is that customer needs to login and ISP maintain an active session. Being an 

encapsulation protocol PPPoE reserves 8 bytes of each 1500 byte packet reducing maxim transmission unit 

(MTU) to 1492. 

   

Internet packets are limited to 1500 bytes. PPPoE adds 8 bytes of overhead to each packet reducing 

maximum payload size to 1492. Internet packets can be fragmented and reassembled. However: many 

residential routers do not implement fragmentation. Even when properly implemented fragmentation incurs 

a significant performance penalty since an over large packet is split into two smaller ones with attendant IP 

overhead. 

http://en.wikipedia.org/wiki/Asynchronous_Transfer_Mode
http://en.wikipedia.org/wiki/Pppoe
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A better solution is to limit packet size so fragmentation/reassembly is not required. Windows TCP/IP 

protocol stack implements path MTU discovery to automatically limit packet size so fragmentation is not 

needed. When PPPoE is used maximum transmission unit (MTU) is 1452 bytes: 1452 bytes data + 40 bytes 

TCP/IP overhead + 8 bytes PPPoE = 1500 bytes. A good indication of packet fragmentation is if sending a 

little data <1452 bytes works but larger files do not.  

 

The main downside of PPPoE is not the slight extra overhead of the 8 bytes (.6%) but the difficulty 

maintaining the session. If the session terminates connection is lost until the user logs in again. With a 

modem this happens automatically so normally hidden from the user. With both Verizon and FairPoint we 

would normally go days with the same PPPoE session so did not notice the momentary interruption. 

However on numerous occasions with both ISPs had multiple episodes where modem would log back in 

and almost immediately be dropped or account was not recognized at all for hours on end.  Iôm happy to be 

rid of PPPoE.  

3.3.4 Bridged vs Routed 

Residential accounts are typically bridged. This means each customer is connected to the ISPôs LAN, much 

like connecting multiple devices to your home LAN. For privacy ISP gear prevents customers from seeing 

each other.  

 

Business customers with multiple IP addresses and static settings are typically routed. The ISPôs router and 

customerôs router talk to one another. If the company uses multiple ISP their router is also responsible for 

controlling traffic flow.  

 

  

http://en.wikipedia.org/wiki/Path_MTU_Discovery
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4 Broadband Router ï One Connection Many Computers 
In order to share an Internet connection a router is needed to manage the LAN and transfer data between 

the LAN and the ISPôs Network.  In some instances the router includesô a modem allowing the router to be 

connected directly to the physical ISP network. In other cases the routerôs WAN interface is Ethernet 

allowing it to connect to a separate modem. I prefer using a modem/router combo. This makes accessing 

modem stats easier than using separate devices and also typically lower power consumption. 

 

If you only need to connect a single device simply plug it into the modem. But in that case you are 

probably not reading this paper. If you want to use multiple devices you need a router to share the ISP 

connection. Using a router creates a clear demarcation between LAN and WAN simplifying 

troubleshooting. LAN services continue to operate even if the WAN connection is lost. The router market 

is extremely competitive. New routers can be had for less than $50 US and used high end devices go for 

short money on eBay.  

 

 

 

 
  

Figure 4 TP-Link ADSL2+ Router 

4.1 LAN Side Address Management 

The goal of using a router is to share your ISP connection with multiple computers. Each device needs an 

IP address. These address can be either manually assigned by the user or automatically by the router.  

4.1.1 LAN IP Address Assignment  

The choice for most residential networks is to configure the LAN using RFC 1918 private addresses. By 

using private addresses and network address translation (NAT) a virtually unlimited number of computers 

are able to share a single ISP IP address. Being private the address pool can be used and reused multiple 

times conserving IPv4 Address space and eliminate need to request and pay for additional public addresses. 

 

There are two ways to configure IP setting on LAN devices, statically and dynamically. Each has benefits 

and limitations.  

4.1.2 Static 

The pros and cons of static allocation on the LAN are much the same as on the WAN. Static assignment 

requires IP parameters: address, subnet mask, gateway address, and DNS address be manually configured 

on the device. If the LAN is using a mix of static and dynamic addresses it is important to pick a static 

address outside the range used by DHCP but within the subnet. If a computer is configured statically it is 

possible the DHCP server will assign the same address to another device. This results in an address 

collision which will prevent both devices from communicating.  We configured the routerôs DHCP server 

to issue addresses in 192.168.2.2 - 192.168.2.100 range with a subnet mask of 255.255.255.0. Static 

addresses are assigned in the range 192.168.2.101 ï 192.168.2.254. This keeps all addresses within the 

subnet without interfering with each other.  
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In most operating systems the default is automatic network address configuration. This can be changed to a 

static manual configuration if desired. In Windows DNS may be set statically even if the IP address is 

configured dynamically. This can be a handy troubleshooting tool when debugging DNS issues. 

 

 

Figure 5 Windows IP Configuration 

4.1.3 Dynamic 

This is the default behavior of most operating systems. When the computer detects it is connected to a 

network, either wired or wireless, it searches for a DHCP server. The DHCP server in the router responds 

to the request and assigns each machine an appropriate IP address and other settings. Once the PC is 

configured it is able to communicate. The address is leased to the client. Prior to lease expiration the client 

attempts to renew it. Under normal conditions this is successful and the lease never expires and the IP 

address remains the same. If client is off network for extended period of time lease will expire. Next time 

the computer connects it may receive different IP address. 

 

4.1.4 MAC Reservation 

For some devices, such as servers, dynamic addressing is inconvenient. For example the binding to our HP 

printer is by IP address. If the address changes each PCs needs to be reconfigured.  A solution is to create a 

pseudo static address. The address issued by the DHCP server is bound to the clientôs MAC address.  As 

long as MAC address does not change the device is always assigned the same IP address. This is more 

convenient than setting addresses manually on each device but achieves the same effect.  
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A down site of MAC reservation is if you change the router LAN addresses will be once again be randomly 

assigned.  For our LAN I statically assign the address for ñserversò and home automation gear. I let the 

router dynamically assign addresses to ñclientò devices such as: PCs, laptops, and cell phones. 

 

4.1.5 Media Access Controller (MAC) Address 

Each interface (wired or wireless) has a unique 48-bit MAC address built into hardware. This allows the 

device to be uniquely addressed. This address is not the same as the IP address.   

 

Excerpt from Assigned Ethernet numbers: 
Ethernet hardware addresses are 48 bits, expressed as 12 

hexadecim al digits (0 - 9, plus A - F, capitalized).  These 12 hex 

digits consist of the first/left 6 digits (which should match the 

vendor of the Ethernet interface within the station) and the 

last/right 6 digits which specify the interface serial number for 

that inte rface vendor.  

 

These high - order 3 octets (6 hex digits) are also known as the  

Organizationally Unique Identifier or OUI.  

 

These addresses are physical station addresses, not multicast nor  

broadcast, so the second hex digit (reading from the left) will 

be even, not odd.  

 

Device manufactures obtain OUIs from IEEE. Each chip is assigned a unique value consisting of the OUI 

and a serial number allocated from the last three octets.  Three octets yield:  16,777,215 values, so the OUI 

lasts a long time. When the manufacturer exhausts the allocation they need to go back to IEEE and 

purchase another OUI. Since the first three octets are assigned to the chip manufacturer it is possible to 

verify who made the chip by looking up the OUI on the IEEEôs web site.   

4.2 Network Address Translation (NAT) 

Most residential ISPs restrict customer to a single IP address. Small size of the IPv4 address (32-bits) space 

means addresses are in short supply. ISPs often charge extra if more than one address is needed. This 

creates a quandary; how to cost effectively connect multiple hosts to the Internet? The most common 

workaround is Network Address Translation (NAT) using private IP addresses. IETF RFC 1918 reserves 

three blocks of IP addresses guaranteed not used on the Internet. Because these addresses are not used on 

the public Internet they can be reused multiple times.  

 

Combining NAT, more properly Network Address Port Translation since both address and port number are 

modified, and RFC 1918 private addresses allow a virtually unlimited number of computers to share an 

Internet connection even though the ISP only provided a single IP address. NAT provides translation 

between private addresses on LAN side and the single public address issued by the ISP.  

 

Internal LAN traffic proceeds normally; NAT is not required for local traffic between computers on the 

LAN. When a request cannot be serviced locally it is passed to the NAT router, called a gateway. The 

router modifies the packet by replacing private address with public address issued by the ISP and if needed 

changes the port number to support multiple sessions and calculates a new checksum. Router sends 

modified packet to remote host as-if -it-originated-from-the-router. When reply is received router converts 

address and port number back to that of the originating device calculates the new checksum and forwards it 

to the LAN. NAT router tracks individual sessions so multiple hosts are able to share a single address. As 

far as Internet hosts are concerned the entire LAN looks like a single computer.  

4.2.1 Performance  

NAT requires a fair amount of bookkeeping, changing IP and port addresses, and then computing new 

packet checksum. Routers have no trouble keeping up with WAN connections of a few megabits per 

http://www.iana.org/assignments/ethernet-numbers
http://standards.ieee.org/develop/regauth/oui/public.html
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second. If you are blessed with really fast broadband connection say 100 Mbps make sure router is up to 

the task.  

 

NAT translation table size limits the maximum number of simultaneous sessions router is able to maintain. 

This limit does not affect normal Internet usage.  However when Peer-to-Peer (P2P) protocols are used the 

large number of simultaneous sessions may overwhelm a low-end router.  

4.2.2 Security  

NAT blocks remotely originated traffic. It functions as a de facto incoming firewall because the router does 

not know where to forward packets that originates outside the LAN unless specifically programmed with 

port forwarding rules. 

4.2.3 Active vs Passive FTP 

The way File Transfer Protocol (FTP) allocates ports causes problems with NAT. To NAT an outbound 

FTP session appears to originate from the remote server, rather than internal on the LAN. As a result NAT 

prevents the transfer. Routers know about this behavior so use of default FTP ports is not a problem. It 

becomes an issue if you change FTP ports from default 20/21 to some other value.  

 

To learn more read: Active FTP vs. Passive FTP, a Definitive Explanation.  

4.2.4 Limitations of NAT 

As useful as NAT is it is also controversial. It breaks the end-to-end Internet addressing paradigm. NAT 

maintains state information. If it fails session recovery is not possible. It interferes with server functionality 

and IPsec VPNs. 

 

This is not to discourage use of NAT as it is very powerful technique. But NAT should be seen for what it 

is, a short-term workaround to minimize effects of IPv4 address shortage, not a permanent extension to 

Internet technology. For more information see RFC 2993 Architectural Implications of NAT. 

4.3 Default Gateway  

Local devices on the LAN are able to communicate directly with one another, a router is not required. If a 

PC has a packet destined for an off LAN device it forwards the packet to the gateway. The gateway router 

decides how to deliver packets that travel outside the LAN. Since only a single connection exists between 

our network and the ISP routing is trivial. The router simply forwards all non-local packets to the ISPôs 

edge router. 

4.4 DNS  

The Domain Name System (DNS) allows access to Internet hosts by name rather than IP address. Name 

resolution for local devices is performed by NetBIOS over IP. Windows maintains a list of local computer 

names. It is also possible to manually define names by placing entries in the Hosts file on the computer to 

override other name resolution. If Windows cannot resolve a host name locally it assumes it is a remote 

host and makes a DNS request of the router. Residential routers typically do not actually implement a DNS 

resolver; rather it simply passes the request to the ISPôs DNS nameserver.   

 

When a PC connects to the LAN one of the pieces of information configured by DHCP is the DNS server 

address. When a PC needs to look up a host address it sends the request to the router.  The router in turn 

figures out which DNS server to use. ISPs typically implement multiple DNS server for redundancy. If the 

primary DNS resolver goes down the router will attempt to use the secondary server.  

 

Normally DNS is provided by your ISP.  However, any DNS server can be used to translate URLs to IP 

addresses.  If you chose not to use the DNS provided by your ISP you have two option use a public DNS 

server or run your own. There are a number public DNS servers of which Google is probably the most 

http://slacksite.com/other/ftp.html
http://www.ietf.org/rfc/rfc2993.txt
http://en.wikipedia.org/wiki/Domain_Name_System
https://en.wikipedia.org/wiki/NetBIOS_over_TCP/IP
http://en.wikipedia.org/wiki/Hosts_%28file%29
http://pcsupport.about.com/od/tipstricks/a/free-public-dns-servers.htm


 19 

widely known.  The other option is to run your own DNS resolver.  Iôve used TreeWalk for many years but 

it appears the site no longer exists.    

 

There is a downside of using a different DNS server. Many larger ISPs have special arrangements with 

Content Delivery Network (CDN) providers.  The role of CDN is to improve streaming performance by 

locating caching media servers near the respective ISP.  If you are not using DNS provided by your ISP 

may take a hit on multimedia performance since your DNS server is not privy to those special 

arrangements.  

4.5 Firewall  

The router includes a stateful inspection firewall. This provides another layer of security by observing 

inbound and outbound traffic and dropping nonconforming packets.  

   

4.5.1 Universal Plug and Play  

UPNP is an outgrowth of PC plug and play experience. UPNP is designed to automatically configure local 

network devices and firewall rules. As this paper should make clear configuring a LAN can be a daunting 

task requiring user to be conversant with network terminology and concepts.   UPNP provides automatic 

discovery and when needed requests firewall/router configuration changes.  

 

Unfortunately UPNP makes no provision for security so one has no knowledge or control over malicious 

devices attempting to gain unauthorized access to the Internet. If you are unfamiliar with network 

configuration and confident PCs have not been compromised then UPNP is very convenient. On the other 

hand if you are comfortable configuring network devices doing so manually improves security. We leave 

UPnP disabled in the router. 

4.6 QoS 

The router implements multiple QoS functions to make optimum use of limited WAN bandwidth. If 

packets arrive faster than they are able to be delivered QoS places high priority packets at the head of the 

list. It is important to keep in mind QoS does not improve capacity it simply determines winners and losers. 

In a bandwidth limited environment that can often improve the user experience but it does not magically 

create more capacity.  

4.7 Syslog Event Logging 

Router logs significant events and forwards them to Syslog server. This overcomes one of the main 

limitations of using a dedicated appliance for Internet sharing ï limited data storage. Router emits Syslog 

data to the PC server. One of the services running on the server is Kiwi Syslog. Running a syslog server is 

convenient because it is able to aggregate logs from multiple devices ï one stop shopping  

 

Curiously I had to use Telnet to access the command line interface to set up Syslog, as there was no GUI 

for this feature. Syslog feature was not even mentioned in the user manual.  If you are comfortable poking 

around with the command line interface (CLI) it makes sense to Telnet into your router to see what 

surprises are available.  

4.8 Management  

Routers typically include a number of remote management features. They assist in troubleshooting but do 

impact security. Below are the most common management functions.  

4.8.1 ICMP 

Internet control management protocol (ICMP) is a suite of tools used to trouble network problems. For our 

purposes the most useful is Ping. Ping sends a small packet to the remote host and waits for a response. 

This is an easy way to verify remote host is up and running.  It is a good idea to enable router to respond to 

http://en.wikipedia.org/wiki/Content_delivery_network
http://en.wikipedia.org/wiki/Stateful_inspection
http://en.wikipedia.org/wiki/Upnp
http://en.wikipedia.org/wiki/Syslog
http://en.wikipedia.org/wiki/Telnet
http://en.wikipedia.org/wiki/ICMP_Echo_Reply
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ICMP. In addition may need to contact your ISP to have them enable ICMP within their network. Some 

ISPs disable support for ICMP making troubleshooting more difficult. 

4.8.2 SNMP 

Simple Network Management Protocol (SNMP) is a widely used management scheme for large networks. 

SNMP can be configured to provide read only access to configuration data or read/write enabling remote 

management. SNMP uses a management information block (MIB) to interpret status and remotely manage 

a device. SNMP is not typically used on small networks. If SNMP is not being used disable the feature, or 

if device does not allow SNMP to be disabled, at least change the default read-only and read-write 

community strings. The community string acts as a password so the device will only responds to authorized 

queries. Default community strings are often public/private. 

4.8.3 Broadband Forum TR-069 

TR-069 CPE WAN Management Protocol is a Broadband Forum spec to facilitate ISP management of end 

user devices. If the router is supplied or configured by your ISP this feature is probably enabled and you 

will not be able to turn it off. If you are managing the router yourself turn off this feature unless you have 

shared access password with your ISP. 

4.9 Internet Server Behind NAT 

Running a public server behind NAT requires the router forward incoming connection requests to the 

appropriate server. By default incoming connection requests are discarded because router does not know 

which host on the LAN to forward them. The router acts as de facto inbound firewall. Port forwarding 

configures the router to accept an inbound connection request, to say port 80, and forward to the web 

server. To the remote host the server looks like it is using the public IP address supplied by the ISP, when 

in fact web server is on a private address hidden from the Internet.   

 

Operational tip  - Most Residential NAT routers do not perform WAN Loopback. This prevents 

access to local public server by its URL or public IP address from within the LAN. Server must be 

accessed by its LAN machine name or LAN IP address. When a server is accessed by its public IP 

address within the LAN the router forwards the request to the Internet. It does not realize host is 

local. End result is packet never reaches the server.  

 

If local access by DNS name or public address is important add the name/address information to 

Windows Host file. The Host file performs static name translation service invoked prior to DNS. 

If the requested host name is found in Hosts file Windows will use that address and not query 

DNS.   

4.9.1 Dynamic DNS  

Remote hosts use DNS to map URL to serverôs IP address. DNS assumes server configuration is static and 

changes only rarely. This poses a problem for residential customers with dynamic address allocation since 

server address may change suddenly without notice. Several services have sprung up to address this issue. 

Dynamic DNS services either run a small application on the router or on server to detect IP address change. 

When that occurs Dynamic DNS service is notified of address change. This is not a perfect solution since 

there can be significant delay between address changes and when new address is available. However for 

casual residential users it works well enough.  

4.9.2 Multiple Identical Servers 

Most residential broadband ISPs allocate a single IP address per account. This causes problems running 

multiple servers of the same type. For example when running a web server, by default incoming requests 

are directed to port 80, making it impossible to run two web servers on a single IP address using the well-

known port number.  A workaround is to use a different port number for one of the web servers. If you are 

the only one accessing the server this is not a concern since you are aware of the non-standard port and can 

easily specify it in the browser. 

http://en.wikipedia.org/wiki/Simple_Network_Management_Protocol
http://en.wikipedia.org/wiki/Management_information_base
http://en.wikipedia.org/wiki/URL
http://en.wikipedia.org/wiki/Dynamic_dns
http://www.iana.org/assignments/service-names-port-numbers/service-names-port-numbers.xhtml
http://www.iana.org/assignments/service-names-port-numbers/service-names-port-numbers.xhtml
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http://mysite.com:8080 

 

Where this becomes a problems is with a public server. In that case users have no way to know they need to 

use a nonstandard port to access the server. Many DynamicDNS services have provisions to redirect 

requests to the alternate port. 

4.9.3 Security 

Great care should be taken when running public servers. If an attacker is able to exploit a weakness in the 

server they gain access to the entire LAN. Once in control of a compromised server they are free to attack 

other machines on the LAN. We use a hosting service to minimize security risk rather than run a public 

server locally. 

4.10 Bonding vs Load balancing 

If a single Internet connection is not adequate one option is obtain addition connections and use bonding or 

a load balancing router. As with all engineering decisions there are tradeoffs. 

4.10.1 Bonding 

Bonding combines multiple ISP connections into a single pipe with the effective speed of the sum of each 

pipe and a single IP address. Bonding requires the cooperation of the ISP. While the effective speed is 

doubled (assuming two equal speed links) it does not have much effect on latency since data is split 

between each connection 

4.10.2 Load Balancing 

Load balancing is performed by a router with multiple WAN connections. As each outbound LAN request 

hits the router it picks the least used connection. From the Internet perspective each connection has its own 

IP address so it simply looks like two independent links. The advantage of load balancing is it does not 

require the ISP to do anything. Even though each individual session is limited to the speed of whichever 

link it is assigned traffic is spread evenly over all links so effective Internet speed is increased.   

4.11 Measuring Internet Speed 

In a SOHO network LAN performance is rarely a speed determinate. Speed is typically limited by first-

mile WAN connection. It can be a challenge teasing out various components of end-to-end performance to 

see if ISP link is working as advertised. The first step is to determine the bit rate being delivered by the ISP. 

In the case of ADSL this is a matter of looking at modem status and determining download and upload bit 

rate.  

 

IP transmission splits data into 1500 byte chunks called packets (1-byte = 8-bits). Some of the 1500 bytes 

are used for network control so are not available for user data. TCP/IP uses 40 of the 1500 bytes for 

control. NOTE: this analysis assumes use of maximum size packets. Since overhead is fixed using smaller 

packet size incurs a higher percentage overhead.  With 40-bytes reserved for control out of every 1500-

bytes sent only 1460 are available for data. This represents 2.6% overhead.   

 

Some ISPs, typically phone companies, use an additional protocol called Peer to Peer Protocol over 

Ethernet (PPPoE) to transport DSL data. This is an adaptation of PPP used by dialup ISPs. Telcoôs like 

PPPoE because it facilitates support of third party ISPs as mandated by FCC.  PPPoE appends 8-bytes to 

each packet increasing overhead to 48-bytes reducing payload to 1452. Where PPPoE is used overhead is 

increased to 3.2%.  

 

Most DSL ISPs use IP over Asynchronous Transfer Mode (ATM) (AAL5). ATM was designed for low 

latency voice telephony. When used for data it adds significant overhead. ATM transports data in 53-byte 

Cells of which only 48 are data the other 5 used for ATM control. Each 1500-byte packet is split into 

multiple ATM cells. A 1500-byte packet requires 32 cells (32 x 48 = 1,536 bytes). The extra 36=bytes are 

http://mysite.com:8080/
http://en.wikipedia.org/wiki/Pppoe
http://en.wikipedia.org/wiki/Asynchronous_Transfer_Mode
http://en.wikipedia.org/wiki/AAL5
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padded, further reducing ATM efficiency. 32 ATM cells require modem transmit 1,696 bytes of which only 

1452 carry payload. Where ATM/PPPoE is used overhead is increased to 14.4%. 

 

TCP/IP overhead 2.6% efficiency 97.4%  

TCP/IP/PPPoE overhead 3.2% efficiency 96.8% 

TCP/IP/PPPoE over ATM overhead 14.4%, efficiency 85.6%  

 

NOTE: This is best-case speed based on packet overhead only. Errors, transmission delays, etc. will reduce 

speed from this value. The higher the speed the more impact even modest impairments have on throughput. 

 

FirstLight DSL does not use PPPoE saving that overhead. Because speed is not capped like FairPoint sync 

speed varies between 7.2 and 8.2 Mbps depending on line conditions. A sync speed of 8.0 Mbps down and 

1 Mbps up yielding best case transfer of 6.9 Mbps down and .86Mbps up. 

 

File transfer speed reported by Broadband Reports and Speedtest.net is shown below. 

 

 

 
 

 
 

Figure 6 DSL Speed Test Results  

http://www.dslreports.com/speedtest
http://speedtest.net/
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5 Wi-Fi Access Point ï Networking Without Wires  
Great strides have been made creating high performance low cost wireless LANs. RF technology is at its 

best where mobility is of paramount importance with bandwidth less so.  Wi-Fi radios operate in the 

unlicensed Industrial Scientific Medical (ISM) band. Wi-Fi popularity has a down side. As more devices 

attempt to use the limited frequency allocation interference problems increase. Government regulators are 

addressing interference by designating more bandwidth for unlicensed use. Standards bodies are working to 

facilitate graceful coexistence between various devices.    

 

IEEE 802.11 radios operate in two modes ad hoc peer-to-peer and infrastructure. Infrastructure mode 

requires one or more Access Points to bridge wireless network to wired network. Depending on size and 

type of building construction a site may require multiple Access Points.  Ah-hoc mode allows two or more 

Wi-Fi devices to communicate directly without needing an Access Point. Most Wi-Fi communication 

makes use of Access Points. 

 

Many residential routers include a Wi-Fi Access Point. Ours does not and even if it did the location of the 

router is not ideal for Wi-Fi use. We use a standalone Netgear WN802Tv2 Access Point. It is an 802.11n 

2.4 GHz Access Point connected to a port on the Ethernet switch.  This was an upgrade we made several 

years ago and coverage throughout the house is much better. 

5.1 Wi-Fi Overview 

The success of various IEEE 802.11 wireless standards has encouraged many vendors to enter the market. 

The Wi-Fi Alliance works to insure interoperability between different vendors and promote use of Wireless 

LANs. The result is that wireless IEEE 802.11 networks are often referred to as Wi-Fi. 

5.2 WLAN Speed 

As is the case with Ethernet IEEE 802.11 Wireless Local Area Network (WLAN) performance has 

dramatically improved over the years.  

 

¶       2 Mbps 2.4 GHz  802.11 (1997) 

¶     54 Mbps 5GHz   802.11a (1999) 

¶     11 Mbps  2.4 GHz  802.11b (1999) 

¶     54 Mbps  2.4 GHz  802.11g (2003) 

¶   150 Mbps 2.4/5 GHz 802.11n (2009) 

¶   500 Mbps 5 GHz  802.11ac (2013) 

¶ 7000 Mbps 60GHz  801.11ad (2012) (very short range) 

 

Due to the way over-the-air transmission operates real world transfer speed is limited to less than half the 

raw transmission speed and often significantly lower. However advances in wireless technology make it the 

network technology of choice in many instances.  

5.3 Security and Authentication 

Wireless LANs are inherently less secure then wired. An intruder does not require a physical connection, 

but can eavesdrop some distance away.  The original 802.11 designers were aware of this and incorporated 

Wireless Equivalent Privacy (WEP) into the specification.  Unfortunately almost immediately security 

researchers found critical weakness with WEP and shortly thereafter hacking tools became readily available 

making WEP virtually useless. As an interim measure the Wi-Fi alliance developed WPA that could be 

retrofit to existing hardware.  IEEE developed a comprehensive security standard Wi-Fi Protected Access 2 

(WPA2). WPA2 using AES-CCMP is the preferred privacy implementation. Only use WPA or WPA2-

TKIP if equipment does not support WPA2 AES-CCMP. WEP should never be used. 

 

In a commercial setting WPA2 if often used with RADIUS to uniquely identify each user. That is typically 

not an option for home users. A simpler method uses a preshared key (PSK). With PSK the Access Point 

and each client have a secret password installed for mutual authentication. 

https://en.wikipedia.org/wiki/Wi-Fi
http://en.wikipedia.org/wiki/ISM_band
http://en.wikipedia.org/wiki/802.11
http://www.wi-fi.org/
http://en.wikipedia.org/wiki/Wired_Equivalent_Privacy
http://en.wikipedia.org/wiki/Wi-Fi_Protected_Access
http://en.wikipedia.org/wiki/RADIUS
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There are many key generation utilities available to simplify creating long security keys. Wireless keys 

need to be significantly stronger than a typical end user password. An attacker is able to capture wireless 

traffic at their leisure and then use dictionary attack or brute force methods to discover the key. This is very 

different than trying to login to your account online since in most implementations lockout the account 

after a few invalid attempts.  

 

To improve security do not used the default network name (SSID), create your own. This prevents an 

attacker from quickly running through a list of previously cracked passwords/SSID combinations. 

5.4 Wi-Fi Protected Setup (WPS) 

WPS was designed to make it easier for home users to configure multiple Wi-Fi devices using a preshared 

key. Creating a long key and configuring Wi-Fi parameters can be a daunting task for the typical user. 

Unfortunately, as was the case with WEP, security flaws have been discovered in WPS implementation. 

The Wi-Fi alliance has tightened testing of WPS but to be on the safe side it is best to disable this feature 

and manually configure devices. 

5.5 Interference  

Wi-Fi radios operate in unlicensed bands so interference can be a problem, especially in congested urban 

areas. The radios must be certified as compliant with the specification but users do not need an FCC license 

to operate the equipment. Interference is the result of other Wi-Fi radios, non-Wi-Fi radios operating in the 

same band such as Bluetooth or wireless phones and unintentional radiators such as microwave ovens. Wi-

Fi operates in three bands 2.4GHz and 5GHz are the most common and the new 801.11ac operates in the 60 

GHz band for extremely high speed but short range communication. The 2.4GHz band is by far the most 

popular but it is also the most crowded. While there are many 2.4 GHz channels defined Wi-Fi uses a much 

wider channel so there are only three non-overlapping channels Wi-Fi.  In general when operating at 2.4 

GHz it is best to use channels 1, 6, or 11 for optimum performance. 

 

Wi-Fi alliance has published numerous whitepapers on the subject. They are working with various 

standards bodies to make devices more aware of their RF environment by probing for other radios 

operating in the vicinity. That knowledge is used to set operating channel and transmit power to minimize 

interference. 

 

Given the tremendous popularity of this technology governments are working to increase frequency 

allocation for unlicensed radio use.  As radios get smarter and frequency allocation increase interference 

should become less of a problem.  

 

 

Figure 7 2.4GHz Wi-Fi Channels 

  

http://en.wikipedia.org/wiki/Dictionary_attack
http://en.wikipedia.org/wiki/Wi-Fi_Protected_Setup
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6 Ethernet Switch ï Ethernet Conquers All 
If you want to connect more than one computer to the Internet you need a Local Area Network (LAN). 

LANs are useful for much more than just sharing your Internet access. Having a LAN allows computers to 

access shared resources such as a printer and files. Local resources are still available even if you lose 

Internet access. Wi-Fi and Unshielded Twisted Pair (UTP) Ethernet technology is ubiquitous and 

dominates the SOHO market. 

 

Creating a LAN can be as simple as enabling Wi-Fi on your router or as complex as installing hundreds of 

feet of Ethernet cable and dozens of jacks. Our LAN consists of an Access Point located on the second 

floor and 24 Ethernet jacks sprinkled throughout the house and office. The DSL router and Ethernet switch 

connect to an Ethernet patch panel located in the basement near my office. 

 

Residential routers include at least one Ethernet port. Some incorporate a built in Ethernet switch to provide 

multiple ports. The router provided by our ISP is a single port router. This is not an issue for us as we need 

a large number of Ethernet ports so we use a 16-port Gig Ethernet switch. 

 

Performance tip ï Using a single wide switch is advantageous from a performance standpoint 

rather than cascading multiple switches. While cascaded switches are transparent doing so limits 

speed between switches to that of the intervening link. In a wide switch traffic between ports travels 

over the much faster internal switch fabric.  

6.1 Hubs vs Switches 

Electrically UTP Ethernet is a point-to-point topology. Each Ethernet Interface must be connected to one 

and only one other Ethernet Interface. Hubs and Switches are used to regenerate Ethernet signals allowing 

devices to communicate with one another.  Due to their tremendous performance advantage switches have 

entirely replaced hubs. 

 

The carrier sense multiple access ï collision avoidance (CSMA/CA) scheme originally used by Ethernet 

places a limit on the number of wire segments and how many hubs can be used within a single collision 

domain. Each device listens for the bus to be idle before it begins to transmit. It is possible multiple devices 

will transmit at the same time, causing a collision. When that occurs data is corrupted. Transmission is 

halted and each device waits a random amount of time before attempting to transmit again. Original 

Ethernet was half duplex, only one device on the network is able to talk at a time, all others are listening. 

 

Ethernet switches operate very differently. The switch examines each arriving packet, reads the destination 

MAC address and passes it directly to the proper output port. Switches eliminate the collision domain 

allowing multiple conversations to occur simultaneously. This dramatically increases network performance. 

A 100 Mbps hub shares 100 Mbps among all devices. With a switch traffic flows between port pairs. A 

non-blocking 16-port 1Gbps Ethernet switch has a maximum throughput of 16Gbps. This assumes 

connections are evenly used among the 16 ports each one operating at 1Gbps. Port A is able to talk to port 

D at the same time Port F is talking to Port B and so forth. Switches enable full duplex communication, 

computers are able to transmit and receive at the same time. Switches offer a tremendous performance 

advantage compared to hubs. In a home network switches represent a less dramatic improvement if almost 

all traffic is to and from the Internet. In that case the Internet connection, normally much slower than the 

LAN, determines speed. However if there are local resources such as files and printers on the LAN the 

Ethernet switching advantage come into play even on small home networks.   

 

When a switch does not know which port to use it floods the incoming frame to all ports, much like a hub. 

When the device responds the switch learns MAC address associated with the port. Once it knows which 

MAC addresses are associated with each port it only needs to forward frames to that port. The switch also 

floods all ports with broadcast frames. Switches are transparent to Ethernet traffic, replacing a hub with a 

switch is simply a matter of swapping out the device.  

 

Gig Ethernet interfaces are at price parity with Fast Ethernet. New gear delivers Gig as a baseline. Gig 

Ethernet is an interesting inflection point. Historically computer performance was limited by network 

http://en.wikipedia.org/wiki/Ethernet_hub
http://en.wikipedia.org/wiki/Ethernet_switch
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speed. When connected to Gig Ethernet typical PCs are only able to utilize a fraction of rated speed due to 

internal bottlenecks. Typical PC file transfer speed when used with Gig Ethernet is limited to 300-400 

Mbps due to disk speed, O/S overhead, and PCI throughput. Bottleneck is no longer communication but has 

shifted to computing elements. 

6.2 Managed vs Unmanaged Switches 

Ethernet switches come in managed and unmanaged flavors. Managed devices allow the administrator 

complete control of various parameters, define VLANs and observe traffic etc. An unmanaged switch has 

no user interface and is simply plugged into the network. Managed switches are overkill in a typical SOHO 

network. Unmanaged devices are considerably less expensive and operate at lower power reducing energy 

cost. 

 

Our switch is an interesting hybrid between managed and unmanaged. We use a Netgear ProSafe Plus 16-

port Gig switch. It is like an unmanaged switch in that you just connect it to your LAN and it works. The 

Web Interface allows you to do many of the features of a managed switch while still being priced near that 

of an unmanaged dumb switch and important for our situation it is the same size. This was critical as I have 

very limited space to locate the switch. 

 

The features that are of particular value to me are: Port Status, Port Statistics, Mirroring and Cable tester.  

The switch supports other useful features such as VLAN s and QoS that we are currently not using.  

 

Mirroring is handy for troubleshooting as it copies traffic to another port. This allows that port to be used as 

a monitor to analyze traffic. There is also a built in cable tester able to detect bad cables and estimate 

distance to the fault. 

 

 

Figure 8 Ethernet Switch Port Status 

 

This page shows the connect speed of each device. As you can see we have a mix of speeds. Most of the 10 

Mbps devices are the home automation controllers; however some are hosts that drop down to 10 Mbps 

when idle to conserve power.  

http://www.netgear.com/business/products/switches/web-managed/
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Figure 9 Ethernet Switch Port Statistics 

 

We have a mix of Cat 5 and Cat5e cabling. The runs are all fairly short but I wanted to make sure the links 

are working without errors. Much to my relief the switch is reporting zero errors over long period of time. 

6.3 Automatic Link Configuration 

To make Ethernet easier to use higher speeds are backward compatible.  Transceivers Auto negotiate link 

characteristics to determine speed and whether connection is half or full duplex. Hubs are limited to half 

duplex as only one device is able to transmit at a time. Switches are full duplex capable of transmitting and 

receiving at the same time. 

 

NIC (computer interface) is configured as uplink port (MDI), Hub or switch as MDI-X. Default 

configuration assumes MDI port is connected to MDI-X port. Under normal circumstances devices connect 

using a 1:1 cable. A mismatch occurs when like devices are connected, say PC to PC or switch to switch. 

To make this easier hubs/switches have historically had an uplink switch or dedicated uplink port. The 

uplink port reverses normal TX/RX configuration so another like device can be connected. The same effect 

can be obtained by using a crossover cable. Crossover cable swaps TX and RX pair at one connector.  

Recently vendors have adopted Auto-MDI -X to automatically determining remote port type and configure 

ports automatically eliminating the need for crossover cables, and uplink ports/switch on Ethernet switches.  

 

With Auto negotiation (Speed/duplex) and Auto-MDI -X (gender) Ethernet has become much more user 

friendly. All a user needs to do is connect the cable, everything else is automatic.  

6.4 Power over Ethernet (PoE)   

Until recently Ethernet delivered data but not power. Each device had to provide its own power. For 

traditional ñlargeò networked devices such as computers this was not an issue. However as more and more 

low power appliances such as Wi-Fi Access Points and Voice over IP (VoIP) telephones are deployed the 

benefit of delivering both data and power over Ethernet cabling became obvious. 

http://en.wikipedia.org/wiki/Autonegotiation
http://en.wikipedia.org/wiki/Auto-MDIX
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IEEE took on the challenge and in 2003 released PoE specification. PoE provides 13 watts of power per 

device. For 10 and 100 Mbps Ethernet PoE uses the two unused pair. Gig and higher speed uses all four 

pair so power has to be injected into the active pairs.  Second generation PoE, called PoE plus, increased 

maximum device power to 25 watts 

  

PoE has been a boom for low powered devices. It also facilitates backup power, as the UPS only needs to 

feed the PoE Switch (or power injector) rather than be located at every device. 

6.5 Topology 

UTP is a point to point technology. Cable runs from an outlet located near the device to a port on the 

Ethernet switch. For maximum performance a single wide Ethernet switch should be used to serve the 

entire LAN rather than cascading switches.  Cascading is transparent to traffic but limits inter switch speed 

to that of the link connecting the switches. With a single wide switch intra-LAN throughput is dictated by 

the much higher performance of the internal switch backbone.  

6.6 Unshielded Twisted Pair  

Ethernet IEEE 802.3 using unshielded twisted pair (UTP) copper cable is by far the most common 

networking technology in use today.  UTP consisting of 8 conductors organized as 4 twisted pairs 

terminated with 8 conductor modular (8P8C) jacks similar to those used for telephone wiring. The jack is 

commonly, but incorrectly, referred as an RJ-45 jack.  As speed has increased the cable specifications have 

become more stringent. EIA/TIA 568-C structured wiring speciation applies to commercial locations and 

EIA/TIA 570-C is the variant for residential.  

 

Ethernet also supports various flavors of optical fiber but due to higher cost fiber is more appropriate where 

the strengths of fiber can be used to an advantage: extremely small size, incredible speed and being non-

metallic fiber is immune to lightning. 

6.6.1 UTP Ethernet Speed 

Since its inception UTP speed has increased dramatically. Most recent versions of the specification define 

2.5 and 5G speeds that operate over existing Cat5e and 6 cabling. 

 

¶        10 Mbp/s  Cat 3 10Base-T (1990) 

¶      100 Mbp/s  Cat 5 100Base-TX (1995) 

¶   1,000 Mbp/s  Cat 5e 1000Base-T (1999) 

¶   2,500 Mbp/s Cat 5e 2.5GBase-T (2016) 

¶  5,000 Mbp/s Cat 5e 5GBase-T (2016) 

¶ 10,000 Mbp/s  Cat 6A 10GBase-T (2006) (Cat 6 up to 55 meters) 

 

In general Ethernet UTP cable distance is limited to 100 meters (328 feet). Range extenders can be used for 

longer distance. Cable distance is typically not a concern for residential users.   

 

As speed and distance increases fiber becomes attractive compared to copper cable. The difficulty with 

fiber is not so much the cost of fiber itself but termination and the cost of opto-electrical converters needed 

to connect NICs to fiber. That being said fiber is an ideal way to link buildings as it is immune to lightning 

and able to transport high speed data much further than copper.  

6.7 Virtual LAN (VLAN)  

Virtual LANs allow a single physical LAN to interconnect multiple computers while isolating one group 

from another. Typical use is to create VLAN  based on community of interest for example payroll, 

marketing and engineering. A router is used to interconnect separate groups providing a great deal of 

control over how data flows across VLAN boundaries.   

 

http://en.wikipedia.org/wiki/Power_over_Ethernet
http://en.wikipedia.org/wiki/Ethernet
http://en.wikipedia.org/wiki/TIA/EIA-568
https://www.bicsi.org/pdf/conferences/india/09_Presentations/Digi-Link.pdf
http://en.wikipedia.org/wiki/Vlan
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VLANs are not common for home LANs but may become more so if Internet services are delivered by 

multiple service providers, perhaps one for data, another for IP based TV (IPTV), and yet another offering 

Voice over IP (VoIP).  

6.8 Spanning Tree  

Ethernet is designed such that one and only one path exist between any two endpoints. If multiple paths 

exist switches are unable to determine how to forward frames. Spanning Tree protocol was developed to 

address the problem of multiple paths in complex networks. The protocol detects duplicate paths and turns 

off redundant ports.  Spanning Tree requires managed Switches ï low cost unmanaged switches do not 

implement the protocol.  Spanning Tree is typically not an issue in simple SOHO LANs.  

  

http://en.wikipedia.org/wiki/Spanning_tree_protocol
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7 Alternative LAN Technologies 
Ethernet and Wi-Fi are the dominant LAN technologies.  The cost of installing network wiring is modest if 

done when structure is being built. The situation is more difficult for existing structures. The cost and 

disruption to retrofit a LAN is a significant deterrent. Various ñno new wireò initiatives minimize 

impediments to home networking.  These initiatives typically operate at lower speed than wired Ethernet 

but have the advantage of not requiring additional wiring.  

 

It is a testament to Ethernetôs popularity all these alternatives all use modified Ethernet frames, adapted to 

the physical medium, making it easy to bridge to standard Ethernet equipment. 

7.1 Personal Area Network (PAN)  

Bluetooth is optimized for low power short range peripheral connection such as wireless headsets.  Since 

Bluetooth operates in the crowded 2.4GHz band care needs to be taken so Bluetooth and Wi-Fi do not 

degrade one another. While Bluetooth can be used to create a network, it is more commonly used to attach 

peripherals wirelessly. 

7.2 Phone Line Networking 

Home Phoneline Network (HomePNA) uses telephone wiring to create bridged Ethernet LAN operating at 

a maximum speed of 320 Mbps. This allows computers to connect wherever a phone jack exists.  The 

specification allows analog telephone, DSL, and LAN to coexist on a single pair of ordinary telephone 

wire. Like DSL HomePNA take advantage of unused capacity of copper wire to create a network. 

 

PNA uses a slightly modified Ethernet packet. This makes HomePNA look like ordinary Ethernet to 

software. HomePNA equipped computers cannot connect to UTP Ethernet directly, a bridge is needed to 

rate match between the two networks and deal with minor signaling differences. This allows HomePNA 

and Ethernet devices to act as if they were connected to the same LAN. 

 

HomePNA never really took off so finding gear can be difficult. There are numerous Ethernet extenders 

that are able to use existing voice grade telephone twisted pair.  Many of these use standard VDSL2 

chipsets allowing point to point Ethernet connections over several thousand feet. I used a pair of StarTech 

VDSL2 Ethernet range extenders to help a friend bring their LAN out to a barn a couple of hundred feet 

away from the house. 

7.3 Power line Networking 

HomePlug initiative provides high-speed network device that plug into ordinary AC receptacles at speeds 

up to 200 Mbps. The Home Plug Alliance is the clearinghouse for power line networking products.   

7.4 Ethernet over TV Coax 

Multimedia over Coax Alliance (MoCA) is popularizing an interesting technology that utilizes TV coax 

wiring to deliver Ethernet at up to 800 Mbps. A competing ITU-T standard G.hn is getting international 

traction also hits the 800 Mbps range.  

 

Many homes built in the last few decades have RG6 coaxial cable feeding multiple TV outlets but are not 

equipped with Category rated UTP cable suitable for conventional Ethernet. Verizon is using the 

technology extensively to eliminate need to run both coax and UTP Ethernet to set top boxes when 

installing FIOS.   

http://en.wikipedia.org/wiki/Bluetooth
http://www.homepna.org/
https://www.startech.com/Networking-IO/Media-Converters/Ethernet-Extenders/10-100Mbps-VDSL2-Ethernet-LAN-Extender-Kit~110VDSLEXT
https://www.startech.com/Networking-IO/Media-Converters/Ethernet-Extenders/10-100Mbps-VDSL2-Ethernet-LAN-Extender-Kit~110VDSLEXT
http://www.homeplug.org/
http://www.mocalliance.org/
http://www.homegridforum.org/
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8 Local Server ï Just Like the Big Kids 
There are many advantages of running your own server. Having an always on computer on your LAN 

makes it easy to back up PCs and provide a number of other network services. 

   

We use a server for the following: 

 

1) Stable Windows Master Browser (peer to peer files sharing) 

2) File sharing 

3) Repository for automatic PC backup  

4) USB printer sharing 

5) NTP clock synchronization 

6) Private web server 

7) Syslog server 

8) Personal weather station 

 

Current server is a recycled HP/Compaq DC7600 tower upgraded to Win 7 and a 2TB HDD. Using an old 

PC as a poor manôs server is a great way to extend the life of outdated PC hardware as running a server on 

a small network is not very demanding.  I was debating between purchasing a 2 and 3TB drive. Older PCs 

are limited to 2TB HDD. Could have partitioned the drive but as 2TB was more than enough capacity 

decided to go with that size. Even with weekly backups we still have over ½ a TB of space left after a 

couple of years of use. 

8.1 KVM Switch  

I did not want to add another set of user I/O when we setup the 

server. The solution was to use a KVM (keyboard, video, and 

mouse) switch. KVMôs have been used in server farms for years 

to allow single point of control for multiple computers. KVMs 

are pretty brute force doing hardware switching of peripherals so 

it donôt interact or care about the O/S. I purchased a 4-port 

Belkin Omni View SE KVM. Port 1 is the main workstation, 

port 2 the server, port 3 is a WinXP/Ubuntu computer and port 4 

is used for temporary connection to PCs Iôm working on. I wired up a set of I/O, network, and power cables 

to make it easy to temporally connect another PC for test or configuration. That has turned out to be a very 

handy benefit of using the KVM.    

 

Switching between computers is done via a button on the KVM or a keyboard hot-key sequence. When 

switching computers the KVM reconnects keyboard, mouse and monitor to the active computer and 

reconfigures the keyboard and mouse to match their condition prior to being switched away from that 

computer. 

 

System Boot ï The KVM does not emulate the attached device. It simply passes any commands to 

the devices and remembers recent commands so the device can be reconfigured when switching 

computers. This causes problems at boot time if the KVM is not switched to that computer. Video 

defaults to low resolution VGA and the mouse to basic PS/2 mouse. Normally this only occurs 

after a power failure when PCs are powered up and the KVM set to a different computer. 

 

Video Performance Tip -- Workstations use higher resolution than servers resulting in very high 

video data rate. This is typically not a problem for KVM itself but requires high quality video 

cable when used with analog monitor interface. Coax preserves high frequency and minimizes 

crosstalk between the red, green, blue video signals.  

 

Mouse Compatibility Tip -- Each computer thinks it is directly connected to a keyboard, mouse 

and monitor. The KVM memorizes commands sent to each device and restores device 

configuration when user selects a different computer. PS/2 Mice cause problems because there are 

Figure 10 KVM  
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so many proprietary enhancements. PS/2 mice power up in compatibility mode in order to support 

basic mouse functionally, even if proprietary mouse driver is not installed. At O/S boot time 

mouse driver performs a ñknockò sequence to determine if a known mouse is attached. If mouse 

answers correctly driver switches on enhanced mode. This causes problems for KVMs. Unless the 

KVM has a-priori knowledge of a specific mouse it does not know which commands it needs to 

store to configure the mouse correctly. This may result in either loss of mouse control or mouse 

reverting to default mode. This is only a problem when switching between machines. The KVM 

transparently passes commands from active machine to mouse so in that case the mouse is always 

be correctly configured. 

 

This problem only affects PS/2 style mice since they do not support hot plug. A USB enabled 

KVM resets mouse whenever a different computer is selected. The downside if USB enabled 

KVMs is that it often takes a long time to reconfigure a USB device. 

 

PS/2 Mice ï PCs have supported USB mice and keyboards for years. Our KVM only supports 

PS/2 devices. It is becoming increasingly difficult finding PS/2 compatible mice so I keep a spare 

on hand just in case. 

       

Monitor Plug and Play ï modern CRT and LCD monitors communicate with PC using VESA 

Display Data Channel (DDC). This allows PC to read monitor characteristics and automatically 

configure video subsystem. My KVM passes DDC commands but does not emulate the monitor 

itself. If  a PC powers up on an inactive KVM port it thinks it is connected to a non-Plug and Play 

monitor reverting to low resolution low refresh mode. A workaround for this is to disable monitor 

plug and play and set resolution and refresh manually. Or always make sure PC is selected by 

KVM before booting.  

8.2 Remote Server Management  

KVM  is a brute force method of server management by 

simply switching physical I/O devices. Its advantage is it 

provides access even before O/S is in control. A more 

elegant method is remote desktop protocol (RDP). 

Depending on your flavor of Windows this management 

tool may be built in. If not there are numerous third-party 

applications such as Teamviewer.  

 

To use RDP, once the server is up and running, open the 

Windows Remote Desktop Connection feature on the 

client. Enter the IP address and user name to log in, a 

later screen will ask for the password. Windows will 

complain about the lack of the security certificate. Check 

the box to whitelist the server. Once connected you have access to the remote desktop services based on the 

permission of your account. To terminate the session click the X in the upper right hand corner.  

 

 

Figure 12 Remote Desktop to Tribble Server 

Figure 11 RDP 

http://en.wikipedia.org/wiki/Display_data_channel
http://en.wikipedia.org/wiki/Remote_Desktop_Protocol
https://www.teamviewer.com/en/index.aspx
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8.3 NetBIOS Master Browser 

In a SOHO peer to peer network, i.e. not part of the Windows Domain, computers need a way to advertise 

and collect information about each other. That is the job of the master browser. The difficulty is deciding 

which PC should assume that role. When a Windows PC detects there is not a Master Browser on the LAN 

it initiates an ad hoc election process. The result is that any PC may win the election. If that PC is then 

turned off other PCs will not be able to locate local resources until the completion of another master 

browser election which can take several minutes.  In a home network having an always on server means the 

server will always become the master browser eliminating the confusing situation of being unable to see 

other PCs on the LAN. 

 

TechNet Browser election FAQ 

8.4 File Sharing 

One of the advantages of having a LAN is to facilitate file sharing.  Files can be shared directly between 

PCs or by using a dedicated file server.  Access is organized by workgroup. In a small LAN all machines 

typically belong to a single workgroup, such as HomeLAN.   Once properly configured users are able to 

browse network shares, as easily as if they were physically at the local machine.   

 

We mainly use server shares for automated backup. Software running on the workstation periodically backs 

up files to the server. That way if one of the workstations fail or become infected the system can be rebuilt 

with minimal loss of data. 

 

Windows 7 has a feature called Homegroup that is supposed to make sharing easier and more secure 

because it requires a password. I was never able to get it working reliable so reverted to traditional sharing 

methods. The security feature is nice but if any of the PCs granted access becomes compromised the shares 

are vulnerable.  

8.5 System Backup 

Client PCs are automatically backed up to the server using Acronis True Image Home.  Backup is set on a 

weekly schedule so at worst a weekôs worth of work is lost. This has come in handy when we had a disk 

crash. Backup is covered in more detail later. 

8.6 Printer Sharing  

Our HP inkjet printer has a built in print server and is directly connected to the LAN. A Brother P-touch 

label printer is connected via USB. Windows has built in support for printer sharing allowing a USB 

enabled printer to be accessed from any device on the LAN. This has the downside of requiring the PC to 

be turned on but is a nice feature if the printer does not have network support. 

 

 

Figure 13 Printers 

  

http://technet.microsoft.com/en-us/library/cc959896.aspx
http://www.acronis.com/en-us/
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8.7 Time Service 

US National Institute Standards and Test (NIST) and other organizations maintain public timeservers. This 

eliminates problem of drifting and inaccurate computer real time clocks. For personal use NIST 

recommends using NTP Pool Time Servers.  Timeservers are extremely accurate; however accessing them 

via the Internet adds potentially several hundred milliseconds 

of round trip delay. This error is not significant for our 

purpose and is ignored.     

 

Current generation of Windows PCs have a built in NTP 

client that is used by default to synchronize the real time 

clock. This means each PC independently accesses a NTP 

server somewhere out in the cloud. A more elegant method is 

to use a time server, running on a local server, and have it in 

turn synchronize the LAN PCs.  We use Tardis 2000 running 

on the server and point each device to it. This way we are 

only making a single access of the NTP Internet pool and 

even if we lose Internet connectivity devices remain 

synchronized to one another, with more drift due to the 

server RTC. This is most important for the home automation 

PLCs as they do not have a built in battery backed RTC. If 

power is restored they default to junk date/time. From a 

privacy perspective another benefit of running your own NTP server it that only one access is being made 

to NTP time severs as opposed to individual access from each device.  

 

Previously I had been using the lightweight K9 service to listen for NTP broadcasts. Currently dispensed 

with that and simply point each PC to the server running Tardis time service. 

 

Tardis supports Syslog. This allows Syslog server to capture Tardis2000 events.  

8.8 Private Web Server 

The browser home page of each desktop PC points to a personal web server running on the server. This 

allows relevant information be posted. Server main page consist of links to internal devices such as the 

home automation servers, weather station and network devices as well as useful external links. I chose 

Abyss as it is free for personal use. So far the web interface consists of static data but on my TO-DO list is 

to present some of the home automation data using pretty graphs. 

    

 

Figure 15 Abyss Server Console 

8.9 Syslog Server  

BSD Syslog protocol provides a standardized method for network devices to output status information to a 

log server. This creates a central repository for event storage overcoming storage limitation of most 

network appliances. We use Kiwi  free shareware program for both Syslog server and to view Log files.  

The Syslog server runs as a service on the server and the data is accessible from any device on the LAN. 

 

Figure 14 TARDIS Status Page 

http://www.nist.gov/
http://support.ntp.org/bin/view/Servers/NTPPoolServers
http://www.kaska.demon.co.uk/
http://www.aprelium.com/
http://en.wikipedia.org/wiki/Syslog
http://www.kiwisyslog.com/
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Figure 16 Syslog Server Viewer 

8.10 Weather Station  

A Davis Instruments Monitor II weather station data is posted on the internal web server. Weather station 

data is downloaded over a RS232 serial port to the server. Ambient virtual weather station software running 

on the server processes the data and displays it as a web page. 

 

 

 

Figure 17 Home Weather Station 

 

http://www.davisnet.com/weather/index.asp
http://www.ambientweather.com/software.html
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9 Widgets & Services ï Making Life Worth Living  
This section describes the various programs we use to access Internet services. 

9.1 Computers  

We have a collection of Win 7 desktop PCs. These are off-lease PCs purchased on eBay.  If you do not 

need the latest and greatest hardware acquiring an off-lease several year old commercial PC delivers a lot 

of bang for the buck.  Each time I upgrade my workstation I repurpose the old one as a poor-manôs server.  

I also setup a SFF HP/Compaq DC7600 with XP and Ubuntu. It provides a platform for compatibility 

testing, nice having more than one computer and/or browser for testing.  

 

My laptop is a Lenovo T61 ThinkPad running Win7 that was also acquired off lease from an eBay vender. 

9.2 World Wide Web  

Having multiple browsers is a useful troubleshooting tool.  Microsoft Win7 PCs automatically get the latest 

and greatest version of Internet Explorer, at time of this writing it is version 11. I use Firefox as my main 

desktop browser and just to keep life interesting run Chrome on my laptop. The dual boot PC runs a down 

rev version of IE on XP and Firefox on Ubuntu. 

 

Due to the obnoxious over use of web site ads Iôve started to use the Adblock Plus ad blocker. 

 

It is interesting having my own web site to see the ebb and flow of browser popularity. Below is a recent 

report of browser preferences at my site.  

 

 

Figure 18 Web Site 2016 Browser Preference 

9.2.1 Search Engine 

Key to effective use of the Internet is being able to find what one is looking for. Our preferred search 

engine is Google.  

9.3 Secure Remote Access - IPSEC and SSL/TLS 

VPNs provide secure access to web sites and extend the corporate network to telecommuters and business 

partners. There are two approaches to providing secure remote access: IPsec and SSL.  

 

IPsec developed by the IETF has two protection mechanisms Authentication Header (AH) and 

Encapsulating Security Payload (ESP) AH authenticates the clientôs IP address. ESP encrypts data to 

prevent eavesdropping. Authentication is performed using Internet Key Exchange (IKE). 

 

NAT is very hostile to VPN security because it modifies packet address and checksum.  Because NAT is so 

ubiquitous VPN software has implemented workarounds that are compatible with NAT. 

 

Tunnel mode forces all client traffic through IPsec encrypted tunnel to the corporate LAN. This is the most 

secure and provides the same logging/management functions as if the employee was physically connected 

http://www.ebay.com/
http://www.mozilla.org/products/firefox/
https://www.google.com/intl/en/chrome/browser/features.html
https://adblockplus.org/
https://www.google.com/webhp
http://en.wikipedia.org/wiki/Ipsec
http://www.ietf.org/
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locally. The downside it that all traffic has to be encrypted, carried by the tunnel even if it is not directed 

towards the corporate LAN. An alternative configuration is split-tunnel. In split-tunnel mode tunnel only 

carries traffic destined for corporate network. Other traffic flows normally as if tunnel did not exist.  

 

Having employees install IPsec client presents a management challenge. As an alternative some companies 

are using SSL/TLS to provide a secure connection between remote employees and corporate network.  All 

browsers support SSL as a way to securely log into web sites. While SSL is not as powerful or secure as 

IPsec it eliminates the need for special client software. This is especially convenient for employees that 

need to connect to corporate network from multiple computers. 

9.4 E-Mail 

E-mail accounts fall into three broad categories: ISP, free third party and corporate.  ISPs typically provide 

an email account as part of the package. This is convenient but ties your e-mail address to your current ISP. 

Change ISP or if the ISP gets bought out and changes their name your e-mail address changes. Free email 

services like Google Gmail have become extremely popular.  Corporate email accounts, tied to the 

company domain are the third type of email. 

 

For business purposes or to insure long lasting email identity nothing beats registering your own domain. 

Once registered e-mail is addressed to you@yourdomain.TLD. Even if you change hosting services you 

simply transfer the domain to the new provider, e-mail address is unaffected.  

 

Even though I have an Internet domain and ISP email accounts I use my Gmail account as an alternative 

account. To eliminate the need to log into Gmail I have incoming Gmail forwarded to my domain account. 

My cell phone is Android based and Google wants to tie everything to your Gmail account. 

 

Having multiple email accounts is a useful troubleshooting tool. If one does not work, try the other and 

then try to determine the difference between the one that works and the one that does not. 

 

The greenhouse controller sends out a morning and evening status email, documenting the previous 12 

hours. It logs into the ISP SMTP server to send email to my domain email address. The recurring nature of 

these emails is a great troubleshooting tool. Missing a report becomes the trigger to investigate root cause. 

It has flagged several problems over the years with my ISP email system and with the DSL router refusing 

to forward DNS requests. All in all a handy side effect of these periodic emails.    

9.4.1 Email Access 

Traditionally email uses an email client, such as Microsoft Outlook or Windows Live Mail. Most free mail 

services use a browser interface eliminating need for a dedicated email client. Web mail is convenient 

because email is accessible from any browser equipped PC. I find the web based email user interface is 

somewhat clunky but adequate for casual use. 

 

Except for web-based mail, e-mail has a sending component, SMTP, and a receiving mailbox, POP.  To 

send mail the client connects to a Simple Mail Transport Protocol (SMTP) mail gateway. SMTP server acts 

as a relay between e-mail client and POP mail server. The SMTP server verifies each recipient is accessible 

and returns an error message if not. SMTP server delivers mail to the appropriate Post Office Protocol 

(POP) server. It works much as a physical post office mailbox. POP server stores mail temporally. When 

the e-mail client connects to the POP server it downloads mail and typically removes it from the server. A 

more sophisticated alternative to SMTP/POP email is Internet Message Access Protocol (IMAP). 

 

For cell phone access to my domain based email I played around with the Android email client vs using 

browser based access. Unless I missed the setting you cannot set up Android to only log into an email 

account manually on demand. It can only be set up to constantly poll the server or be disabled. Given this 

limitation I opted to access my domain email using the Android browser rather than the email client. 

http://en.wikipedia.org/wiki/Transport_Layer_Security
http://mail.google.com/
http://en.wikipedia.org/wiki/Smtp
http://en.wikipedia.org/wiki/Post_Office_Protocol
http://en.wikipedia.org/wiki/Imap
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9.4.2 Email Implementation 

I use Windows Live to replaced Outlook Express I had been using on the Win XP boxes. I did not want to 

lose years of archived email so faced the daunting task of exporting old Outlook mail and importing it into 

Windows Live. After much trial and tribulation I was able to do it but it was not a pleasant experience. 

Personally I find the Live Mail user experience less satisfying than the old Outlook but mail is mail.  

 

I configured the email client to use SSL/TLS to access SMTP/POP servers. This has the advantage of 

providing end to end privacy between the email client and mail server. Without using SSL email credentials 

are sent in the clear making them vulnerable. 

 

Mail Configuration Tip -- Accessing mail when using multiple clients is difficult. One trick is to 

have your main computer remove mail from the POP server. The other machines retrieve mail but 

do not delete messages from the server.  When you get back to the main machine it retrieves all 

intervening messages and removes them from the server. 

 

Security Tip -- Be careful opening e-mail attachments. This is a common method used to spread 

viruses and Trojans. Configure your anti-virus program to scan email and attachments prior to 

opening them and quarantine infected mail. 

 

Security Tip ï Be aware of Phishing attacks. Sender fakes an email and asks you to log in to 

update or correct your account. Luckily most attacks are worded so poorly as to make them 

obvious but hover over the link before clicking and see if it is pointing to the real web site. If in 

doubt close the email and log into to the site normally rather than use the email link. 

 

Security Tip -- What is not well known is that simply reading e-mail can infect your system. 

ActiveX controls or VB scripts can be embedded in the body of a mail messages. Reading the 

message activates the virus.  

 

Privacy Warning ï An obnoxious privacy intrusion is the insertion a one-pixel image in HTML 

mail. When message is read browser has to go to the referenced URL to retrieve it. This allows the 

sender to monitor when and if mail is read.    

9.4.3 Email Privacy on the Road 

When logging into traditional SMTP/POP servers unless they are set up for SSL the userôs credentials are 

sent in the clear. With a wired connection this is not a huge security issue but it is when using popular Wi-

Fi hotspots because traffic is not encrypted so anyone nearby is able to eavesdrop on your email 

credentials. Because of this and other security considerations most email accounts now require the use SSL 

to encrypt the session protecting it from eavesdropping. If this is an option be sure to take advantage of it, 

especially on mobile devices. 

9.4.4 SPAM Mitigation 

Unwanted email (SPAM) is a tremendous problem. Something like 70% of all email messages are SPAM.  

ISPs and third parties have been waging an antispam battle of years.  ISPs have adopted a number of 

strategies to minimize the problem.   

9.4.4.1 Messaging Malware Mobile Anti-abuse Working Group (M3AAWG)  

M3AAWG is an industry group promulgating best-practices to reduce spam. Historically SMTP servers 

accepted anonymous email creating a haven for spammers. ISPs have developed a number of proprietary 

workarounds over the years to limit spam.  Recommendation is to use SSL/TLS to securely access SMTP 

and POP mail server. Where SSL is not feasible use Port 587 to send email instead of Port 25. Port 587 

requires authentication therefor ISPs will not block the port allowing off network access.    

http://windows.microsoft.com/en-US/windows-live/essentials-home
https://en.wikipedia.org/wiki/Phishing
http://en.wikipedia.org/wiki/Spam_(electronic)
https://www.m3aawg.org/





















































































